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IPO CHART

MODULED: 00 NAME ﬁ&gg_m ORACE s DESCRIPTION:  SIXTH GAMERA EMBODIMENT PART: 3 OF: 1
(NPUT PROCESS ouTPUT
{See Figute 35)
1.0 T TRI
Oata is inftiafly stored as video motion
pi in the individual either on

digital video tape or DVD or computer disk
X in either 24-bit per pixet or 12-bit per pixel
format. The data lo retrigved from the

RAW CAMERA DATA ® Y. but not ly) COMPUTER
one-at-a-time and processed. The processed - DISK
data is then stored in computer memory. STORAGE

INPUT FROM
TWO ADJACENT 2.0 BIT ENCODING
CAMERAS The video data is slored as 8-bit monochromatic
AFTER pixets.
BIT ENCODING
AND 3.0 ADD COLOR
COLOR ADDITION Color information s added for tater retrieval.
4.0 CREATE ELEMENTAL PICTURES

Although each of the plurafity of video cameras
create an elememial picture for the integrat

photograph, the of such pl is
insufficient . Additional elementat pictures are
created by interpotation.

5.0 COMPRESS

The resulting data is compressed for storage.

FIG. 39

IPO CHART

MODULEID: 20 NAME: BIT ENCODING DESCRIPTION:  SIXTH CAMERA EMBODIMENT PART: 1 OF: 1

INPUT PROCESS QUTPUT

FROM 0.0

The purpose of this module ia to accept video data either in
24-bit pixel or 12-bit pixel format, and to convert it to 8-bit
pixet format so as to reduce data storage requirements.

IF video data is in 12-bit pixef format, THEN:

2.1 GET NIEBLE

In order to work with 12-bil pixels, it must be realized that
two pixets oocupy three bytes. Therefore, if oneis to
reduce each pixet to one byte, it is essential to be able

to work with 4-bit nibbies. This process is described in the
specification in Section 4.2.2, and fllustrated in Figures
25and 26.

There are two altemative methods of performing this
process. Both are described in the foowing (PO charts.

2.2 REDUCE TO ONE BYTE

RETURN

FIG. 40
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MODULEID: 21  NAME GET NIBBLE DESCRIPTION: EIRST ALTERNATE '

PART: 1 OF:2

INPUT

PROCESS

FROM 2.0
1) Copy Byte to FULL_BYTE varieble.

2) Create the high-order nibble from the FULL_BYTE variable
by:

a) first shifting all the bits to the right by four bit positions, and

b) then, shifting afi the bits of the resultant variable to the left
by our bit pasitions in such a manner as to zero-fill the four
rightmost bits.

3) Create the low-order nibble from the FULL_BYTE variable by:
a) first shifting all the bits (o the teft by four bit positions; and
b} then, shifting all the bits of the resultant variabie to the right

by four bit positions in such a manner a8 to zero-fili the four
lenrmost bits,

IPO CHART

FIG. 41

MODULE ID: 21

NAME:  GET NIBRLE DESCRIPTION: SECOND ALTERNATE

PART. 2 OF:2

INPUT

PROCESS

ouTPUT

FROM 2.0
1} Copy Byte to FULL_BYTE variable,

2) %l:am the high-order nibble from the FULL_BYTE variatie
a) performing an integer division of the FULL_BYTE variable
by 16; and
b) then, discaﬁim the remainder; and
¢} then, multiplying the quotient by 16.
3) Create the low-order albble from the FULL_BYTE variable as

the remainder of the division of the FULL_BYTE variable by
16 (the 18 modutus).

FIG. 42
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IPO CHART

MODWEID: 22 NAME REDUCE TO ONE BYTE DESCRIPTION:  SIXTH CAMERA EMBOOIMENT PART: 1 OF: 1
INPUT PROCESS ' ouTPUT
FROM 20
1) iF Pixel Is 24-tits, then
CALL 221 FROM 24-BIT PIXEL

tok21

ELSE:

2} CALL 2.2.2 FROM 12-BIT PIXEL
Tofl222

~

FIG. 43 )
-
IPO CHART
MODULE ID: 221 NAME: FROMP4B(T PIXEL OESCRIPTION.  Si M) BODIMI PART: 1 OF: 1
INPUT PROCESS OuUTPUT
FROM 2.2

This p: s in the sp in Section 4.2.1,
and is iflustrated In Figure 24.

.. 1) Determine which of the thsee bytes of the pixef is active by
ascertaining the bytevaiue. The non-zero byts is the
aclive byta. The two zero bytes are the passive bytes.

2) Move the vatue of the active byte of the 24-bit pixel to the
new single-byte pixel.

RETURN

FIG. 44
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MOOULE [D: 222 NAME: FROM 12-BIT PIXEL, DESCRIPTION:

SIXTH CAMERA EMBODIMENT

PART: 1 OF:

INPUT

PROCESS

OUTPUT

-

FROM 2.2

and is {ilustrated in Figures 25, 28, 27 and 28.

MOODULE 2.1 has already converted two adjacent 12-bit
pixets into sbx 4-bit nibbies.

1) Creale throe bytes from the six nibbles as tollows:
BYTE #1= (16 " NIBBLE #1) + NIBBLE #2
BYTE #2 = (16 ~ NIBBLE #3) + NIBBLE #4
BYTE #3 = (16 " NIBBLE #5) + NIBBLE #5

ALTERNATIVELY:

FROM EACH 12-BiT PIXEL:

2} Each 12-bit pixe) consists of three 4-bif nibbles:
NIBBLE #1, NIBBLE #2, and NIBBLE #3.
Concatinate NIBBLE #1 and NIBBLE #2 Into a single
byte as follows;

BYTE = NIBBLE #1 OR NIBBLE #2

This will resutt In NIBBLE #3 being discarded.

This process is described in the specification in Section 4.2 2,

N

IPO CHART

FIG. 45

RETURN

MODULEID: 3.0 NAME:

ADD COLOR DESCRIPTION: M]

D

PART: 1 OF: 1

INPUT

PROCESS

ouTPUT

FROM 0.0

1) Using a particutar byte vaiue for each of the colors:
RED, GREEN, and BLUE, record tha vatue of the
starting color of the first elemental picture in the
first byte of the COLOR variable.

2) Record the number of elemental pictizes to foflow in
the subsequernt bytes of the COLOR variable.

FIG. 46

RETURN
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CREATE ELEMENTAL
MODULEID: 40 NAME: PICTURES DESCRIPTION: 1)

PART: 1 OF: 1
INPUT PROCESS OUTPUT
FROM 0.0
DO UNTIL ALL POINTS IN SCENE ARE PROCESSED:
1) 4.1 SELECT REFERENCE COLOR PIXEL
2) 4.2LOCATE ORJECT COLOR PIXEL
INPUT FROM 3 4.3 CALCULATE DISTANCE
TWO ADIACENT 4) 4.4 POPULATE DISTANCE PIXEL
- CAMERAS N
AFTER
BIT ENCODING
AND
COLOR ADDITION FRAME

~N

DATA

IPO CHART

RETURN

FIG. 47

AND
COLOR ADDITION

MODULEID. 41 NAME seuz;cg'r! QRBE:‘EXREE!NCE DESCRIPTION:  SIXTH GAM €| PART: 1 OF: 1
INPUT PROCESS ouTRUT
FROM 4.0

1) Select a peint on the Reference Frame.
(The Reference Frame is one of two adjacent video
frames. Preferably, but not y, either the
lefimost or rightmost camera frame will be chosen
as the Reference Frame, and the immediatety
adjacent video frame would be chasen as the
Obtject Frame. After completion of processing.
the current Object Frame would become the next
Reference Frame with the video frame immediately
adjacent to {t would become the next Object Frame.
This pr would continue until afl avaitable video
frames have been processed.)

2) Measure the color value of the chosen point.

3) Measure the color vaiues of the eight surrounding pixels.
(See Figure 31)

4) Pass coordinates and color values of chosen points with

surrounding pixels to CALLING FUNCTION.

RETURN

FIG. 48
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IPO CHART

MODULE ID: . LOCATE OBJECT .
42 NANE COLOR PIXEL. OESCRIPTION:  SIXTH CAMERA EMBODIMENT PART: 1 OF: 1
INPUT PROCESS OUTPUT
FROM 4.0
1) Locate the unique point on the Object Frame eorrespondr
to the point chosen from the Reference Frame. "
2) IF FOUND, THEN RETURN; ELSE
INPUT FROM 3) 4.2.1 CHASE BORDERS
TWO ADJACENT
CAMERAS )
AFTER RETURN
8IT ENCODING
AND
COLOR ADDITION

421

FIG. 49

IPO CHART

MODULE ID: 421 NAME: CHASE BORDERS DESCRIPTION:  SIXTH CAMERA EMBODIMENT PART: 1 OF 31

INPUT PROCESS OQUTPUT

FROM 4.2

1) IF the Reference Point has the same color value asits
eight surrounding pixels:
- @) Expand the search until new color values are found
b) Establish pattern boundaries.
¢) Altempt to match patten in Object Frame.
INPUT FROM IF FOUND, THEN RETURN and send parameters
TWO ADJACENT to CALLING FUNCTION.
CAMERAS ELSE:
AFTER 2) IFthepanemnfMeReferemepomtsdoesnotmawhm
B8IT ENCODING pattemof the Object
AND a) Expand the search mrther until a pattern is
COLOR ADDITION ultimately found In bothReterence and Object frames.
b) IF FOUND, THEN RETURN and send parameters
t0 CALLING FUNCTION.
ELSE:
3) IF the pattern of the Reference poinis matches several
pattemns of points on the Object trame:
a) Expand the search further until a pattern is
ultimately found in bothReterence and Object framen.
b) iF FOUND, THEN RETURN end send parameters
to CALLING FUNCTION.
ELSE
4) An Object Point cannot be maiched to a Reference point.
RETURN and send ERROR message.

RETURN

FIG. 50
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MODULEID: 43 NAME  CALC DISTANCE DESCRIPTION:  SIXTH CAMERA ENBODIMENT

INPUT

PROCESS

FROM 4.0

1) We are PABSED values for:
J = focal tength
d = distance batween ad|acent [enses
d, =distance of Referencs point from ORIGIN
d, = distance of Object point from ORIGIN

2) Perform the foliowing calcutation:
D=frrrdid,-d;}
where D = the distance of the Reference
point to the centerof the Reference lens
(as shown in Figure 29).

3) RETURN and pass distance to CALLING
FUNCTION

RETURN
FIG. 51
MODULE ID:  §0  NAME: COMPRESS DESCRIPTION:  SIXTH CAMERA EMBODIMENT PART: 1 OF: 1
INPUT PROCESS OUTPUT
FROM 0.0
There are two types of data compressich which must be
performed.
5.1 INTRAFRAME COMPRESSION -
All of the 1t parts of the | pictures
within a single frame are ined while the
parts are recorded only once.
52 INTER-FRAME COMPRESSION
For a given series of frames, SUCCessive compression
is pe dto ize data storag
COMPUTER
DISK
STORAGE
RETURN

FIG. 52
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MODULEID: 54  NAME: INTRAFRAME  DESCRIPTION:  SIXTH CAMERA EMBODIMENT PART: 1 OF: 1
INPUT PROCESS OUTPUT
FROM 5.0
Intra-frame pr d in the specitication in

Section 4.4, and Iilustrated in Figures 32 and 33,

There are two methods of plishing intra-frame
compression;
5.1.1 GENTER REFERENCE

Atriad of

one being RED, a second being GREEN, and a lhrrd
being BLUE, athough compresed retain afl of the
information of the original elementat pictures.
These are the three REFERENCE ELEMENTAL
PICTURES. Adjacent RED, GREEN, and BLUE
elemental pictures on either side of the REFERENCE
ELEMEWAL F'lciURES are further compressed by
This

ts lliust:

in Flguve 32

5.1.2 LEFT REFERENCE
The compression technique here is the same as in
MODULE 5.1.1, except that the triad of REFERENCE
ELEMENTAL PICTURES is the tefimost trlad The

remammg P are P

dundant inf ion. This i9
in Figure 33, Afternatively, a RIGHT REFERENCE
may be used,

IPO CHART

FIG. 53

MODULE ID: 51,1 NAME: CENTER REFERENCE DESCRIPTION:  SIXTH CAMERA EMBODIMENT PART 1 OF 1
INPUT PROCESS OQUTPUT

FROM 5.1

1) Choose three ad]acent nwvmhromahc RED, GREEN, and
BLUE tat (hereinafter an RGB TRIAD) such
that they are cemrany posmnned among all of the elemental
pictures to be compressed. In the example described in
the specification in Section 4.4, there are nine RGB TRIADS.
Therefore, the 13th SRED), 14th (GREEN), and 15th (BLUE)
elementa! piétures would be chosen. This is the REFER-
ENCE RGB TRIAD.

2) Compress me REFERENGE RGB TRIAD usmg any state-of-

by

the-art
arithmetic coding Is ptefened

3) Choose the RGB TRIADS on either side of the REFERENCE
RGB TRIAD. Both of these will be referred to as the

SATELLITE RGB TRIADS.

4) Encode the information in the SATELLITE RGB TRIADS so
as tomi dant to the REFERENCE
RGB TRIAD.

5) Compress the SATELLITE RGB TRIADS usmg any stale-of
the-art by
arithmetic coding is preferred

6) Choose the RGB TRIADS on either side of the SATELLITE

P

RGB TRIADS. These are the new SATELLITE RGB TRIADS.

7) Repeat Steps 4 through 6 until all of the elementat pictures
hmegrouphavebeenprocessed ‘When encoding to
redundant ion, treat the most recently
processed SATELLITE RGB TRIADS as though they
were the REFERENCE RGB TRIAD.

FIG. 54
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MODULE ID: 5.1.2 NAME: LEFT REFERENCE DESCRIPTION: EM| M

PART. 1 OF: 1

INPUT

PROCESS

OUTPUT

N

2)

3)

4)

S)

6)

FROM 5.1

Choose three adjacent monochiomatic RED, GREEN, and
BLUE | pictures (hereinafter an RGB TRIAD) such
that they are positioned to the left of all of the elemental

p to be compressed. In the examp ribed in

the specification In Section 4.4, there are nine RGB TRIADS.

Therefore, the 1at SRED), 2nd (GREEN), and 3rd (BLUE)
temental p would be ch This is the REFER-

ENCE RGB TRIAD.
Compress the REFERENCE RGB TRIAD using any state-of-
the-art sofh pression technique. Compression by

arithmetic coding is preferred,

Choose the adjacent RGB TRIAD to the right of the
REFERENCE RGB TRIAD. This will be refefred to as the
SATELLITE RGB TRIAD.

Encode the information in the SATELUITE RGB TRIAD so

a8 to minii d nt to the REFERENCE
RGB TRIAD.

Compress the SATELLITE RGB TRIAD using any state-ol-
the-art soft pressi Comp by
arithmetic coding is preferred.

Choose the adjacent RGB TRIADS to the right of the SATEL-

LITE RGB TRIAD. These are the new SATELLITE RGB TRIAD,
7) Repeat Steps 4 through 6 until all of the elementai pictures

" in the group have been processed. When encoding to
eliminate redundant information, treat the most recently
SATELLITE RGB TRIAD as though it was the
REFERENCE RGB TRIAD.

FIG. 55
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SYSTEM AND APPARATUS FOR
RECORDING, TRANSMITTING, AND
PROJECTING DIGITAL
THREE-DIMENSIONAL IMAGES

CROSS REFERENCE TO RELATED
APPLICATIONS

This non-provisional patent application is a National
Stage Entry of PCT Patent Application Serial PCT/US
04/38231 filed Dec. 8, 2004 under 35 U.S.C. § 371, which
in turn is a continuation-in-part of and claims the benefit of
and priority to U.S. Provisional Application Ser. No. 60/481,
823, filed Dec. 21, 2003. Said PCT Application and Provi-
sional Application (hereinafter the claimed Priority Applic-
tions) are hereby incorporated by reference herein in their
entirety thereto. This application contains material that was
disclosed in my Disclosure Document No. 529418 filed with
the United States Patent and Trademark Office on Apr. 7,
2003 and retained on deposit under the Disclosure Docu-
ment Program discussed in MPEP §1706. This application
discloses an invention that is an improvement over my U.S.
Pat. No. 6,229,562 granted on May 8, 2001, incorporated
herein in its entirety by reference thereto, and my U.S. Pat.
No. 6,593,958 granted on Jul. 15, 2003, also incorporated
herein in its entirety by reference thereto. Said patents are
hereby collectively referred to as the 3-D PATENTS. This
application also discloses an invention that is an improve-
ment over my US Non-Provisional patent application Ser.
Nos. 09/853,790 (filed May 11, 2001), 10/292,137 (filed
Nov. 12, 2002), 10/416,689 (filed May 10, 2003), 10/904,
745 (filed Nov. 24, 2004), 10/904,888 (filed Dec. 2, 2004),
10/904,917 (filed Dec. 5, 2004), and 10/904,917 (filed Dec.
6, 2004), all of which are currently pending (collectively
referred to as the PENDING APPLICATIONS), are addi-
tionally incorporated herein in their entirety by reference
thereto. This application claims priority only to U.S. Provi-
sional Application 60/481,823. No priority is claimed to the
3-D PATENTS nor to the PENDING APPLICATIONS.

BACKGROUND

1. Field of the Invention

This invention relates to a method and apparatus for
making and projecting three-dimensional digital images
recorded on compatible media from optical images produced
via the principles of holography and/or integral photogra-
phy.

2. The Problem to be Solved and the Improved Solution

The 3-D PATENTS disclose and claim a SYSTEM AND
APPARATUS FOR THE RECORDING AND PROIJEC-
TION OF IMAGES IN SUBSTANTIALLY 3-DIMEN-
SIONAL FORMAT. The invention described therein derives
from the principles of holography and/or integral photogra-
phy. The 3-D PATENTS first disclose a basic principle of
magnification and projection. This principle permits mag-
nification and projection of three-dimensional images uni-
formly in all directions, thereby overcoming drawbacks in
the prior art. My pending U.S. application Ser. No. 10/904,
888 discloses a broad improvement upon this principle.
Based upon this principle, cameras are described, in their
various embodiments, that photograph a scene and retain the
three-dimensional information therein. Although still life
three-dimensional photographs made using this system can
be simultaneously magnified and projected, the disclosed
system has particular advantages in producing three-dimen-
sional motion pictures. The 3-D PATENTS also describe an
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editor that would edit integral photographs and holograms
containing the three-dimensional information from the pho-
tographed scene. In addition, a theater is designed wherein
magnified three-dimensional photographed images are pro-
jected upon a large screen to be viewed by an audience.
Further, the projectors and screens are described in their
various embodiments. My pending U.S. application Ser. No.
10/416,689 discloses various screens to be used with this
system. My pending U.S. application Ser. No. 10/904,745
discloses a unitary MODULAR INTEGRAL MAGNIFIER
and a screen comprising these modules that is particularly
useful for the Present Invention, and which is discussed later
in the Present Application.

However, the system as described in the 3-D PATENTS
emphasizes the use of photographic film as the recording
medium. The preferred camera embodiment uses black-and-
white film to record integral photographic images, and also
uses color filters to retain the color information. This is done
to compensate for the relatively low resolution of conven-
tional color film. High resolution black-and-white film is
commercially available. Higher film resolution means that
more information can be recorded on and ultimately
retrieved from the film medium. For example, ultra-high
resolution black and white panchromatic film having a
resolution of 2,000 line pairs per mm can be obtained. With
this resolving power, information can be recorded on and
retrieved from a spot as small as 0.25-u (one-quarter
micron). Yet, the information recording and retrieval
requirements for a single frame or photograph of a three-
dimensional picture using the system described in the 3-D
PATENTS are so great as to exceed the resolution capabili-
ties of even this film. Thus, the invention described therein
proceeds to disclose a camera:

wherein a very large optical system is used to record

horizontal parallax;

wherein vertical parallax is absent from the recorded

picture so as to reduce the amount of required infor-
mation;

wherein the recorded image is multiplexed on the film

frame using a complex optical system so as to conserve
space on the film;

wherein the film frame is larger than that of conventional

motion picture cameras so as to increase the space
available for recording the image;
wherein the film moves faster than in conventional motion
picture cameras so as to increase the amount of infor-
mation that can be recorded in a given time; and,

wherein the film is stabilized via a special three-point film
motion registration mechanism.

The 3-D PATENTS disclose a number of post processing
methodologies wherein the integral photographic pictures
remain as integral photographs or are converted to holo-
grams. Ultimately, these photographs must be projected
using a specially designed projector. The photographs to be
projected reside either on photographic film or are stamped
onto plastic using a conventional process. In either event,
images from a moving physical medium (hereinafter “film”)
are projected onto a special screen using the special projec-
tor. Depending upon the embodiment, the film is transported
through a film motion mechanism either at constant velocity
or in a manner similar to that used in conventional motion
picture projectors wherein each frame of film is stopped for
viewing. The film stabilization requirements make great
demands upon the projector. One embodiment requires
gyroscopic stabilization. Also, illumination demands are
great, and very complex unmultiplexing optics are required
for the projector.
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Clearly, both the motion picture camera and the projector
for the system disclosed in the 3-D PATENTS are much
more expensive to fabricate than their current motion picture
equipment counterparts. The fact that the camera is very
expensive should not discourage its use since even its higher
cost would represent a small fraction of the cost of currently
producing a motion picture. Furthermore, a single camera
can be used to produce a large number of motion pictures.
However, display of the three-dimensional motion pictures
so produced either requires that special theaters be built or
that conventional theaters be converted to show these new
films. History of the motion picture industry has demon-
strated that special processes requiring special theaters to be
built have not enjoyed enduring economic success. On the
other hand, many special processes that have lent them-
selves to adaptation in conventional theaters have achieved
lasting success. Conventional theaters that would show
three-dimensional motion pictures produced using the
described system would require a special screen and pro-
jector, and the audience seating would be limited to certain
specified positions. A conversion design wherein there
would be minimum disruption to current audience seating is
feasible. One of the continuing patent applications to the 3-D
PATENTS (No. 09/853,790) discloses a manufacturing pro-
cess wherein the special screen of the preferred embodiment
can be inexpensively fabricated as small rectangular tiles to
be assembled as a larger screen of any desired dimensions in
any theater. However, the projector is the most expensive
component in a theater designed to display these three-
dimensional motion pictures. The design element most
responsible for the increased expense of this special projec-
tor relative to conventional motion picture projectors is the
film motion mechanism and the stabilization mechanism
resulting therefrom. Therefore, if it were possible to elimi-
nate film from the projection process, projectors could be
produced at a much lower cost than even conventional
motion picture projectors. In fact, the Present Invention
could entirely eliminate the need for a projector. Further-
more, as will be discussed later, two-dimensional motion
pictures may be shown in the same theaters utilizing the
same equipment.

Television is a current device that can display motion
pictures optionally with or without the use of film. The final
television display mechanism does not use film at all.
Unfortunately, the resolution available from conventional
television systems makes projection of motion pictures
before large audiences in large theaters impractical. Com-
puter monitors provide somewhat higher resolution than
conventional television sets, and the new High Definition
Television (HDTV) standard also addresses this problem.
Home viewing audiences are gradually demanding larger
television screens. Rear projection large screen video home
entertainment systems are popular, but the video quality is
much lower than with large screen conventional picture
tubes. HDTV was created to expressly solve this problem.
Occasionally, interactive technical seminars are held in large
motion picture theaters wherein live and filmed two-dimen-
sional video images are projected onto a large screen. While
the quality of these pictures is acceptable to audiences
attending such events, the quality of motion pictures so
projected is very poor compared to the quality of conven-
tional movies projected from film. Some attempts have been
made to digitally project popular movies in a few theaters
with limited success. The major drawback to currently
available video projection systems is that the resolution is so
poor compared to film projection that the audience must be
seated far enough away from the screen so as not to notice
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the difference. The Digital Light Processor (DLP™) chip
manufactured by Texas Instruments, Inc. provides improved
resolution, but even when these chips are used in digital
projectors, the resolution is far less than from conventional
film projectors. In addition, the illumination systems of
currently available video projectors produce less bright and
lower contrast pictures than those produced by film projec-
tors. This poor image quality would probably be acceptable
to viewers were film projectors not to be the motion picture
display standard. However, audiences always look for image
quality improvement, and are unwilling to accept less than
standard viewing conditions.

The three-dimensional motion pictures produced by the
system described in the 3-D PATENTS cannot be transmit-
ted over conventional broadcast television. The bandwidth is
simply too low. A video frame, broadcast using the NTSC
standard, possesses a total vertical resolution of 525 line
pairs. The unit of video resolution is called the pixel. The
number of pixels in a video frame is (320x525 resolvable
spots) or 168,000 pixels. Some video frames are displayed
using 640x480 pixels or 307,200 pixels. Compare this with
a conventional motion picture frame on 35-mm color film
where there are between five-million and twenty-million
pixels depending upon the type of film used. The 3-D
PATENTS place the three-dimensional motion picture frame
resolution requirement between 400-million and 33.8-tril-
lion pixels. A conventional television broadcast simply
cannot transmit that much information at the rate of 30
frames per second to be able to produce the three-dimen-
sional movies in this way. Other transmission methods, such
as fiber optic cable, have sufficient bandwidth, but the
NTSC, PAL, SECAM, and even the HDTV display stan-
dards do not provide enough monitor resolution to show
these movies.

Videotape recording technology for television broadcasts
has been around since the early 1960’s. In the 1980’s, home
videocassette recorders became available. These video
recording devices are analog in nature. This type of record-
ing is the same as the television broadcast standard which is
also analog. Recently however, cable providers have been
broadcasting digital television programming, and digital
video recorders are now available to the public. Digital
video affords a noticeably better picture quality than analog
video. DVD movies are gradually replacing videocassette
movies in both home and professional entertainment sys-
tems. However, the NTSC, PAL, or SECAM standards used
therein do not adequately take advantage of the capabilities
of digital video. In the USA, the NTSC standard is expected
to be phased out over the next few years in favor of the
HDTYV standard.

Even in the film industry, digital recording has become the
standard. Very few motion pictures are still edited using
mechanical editing machines. Instead, they are edited digi-
tally, frame by frame on computers. Special effects are
regularly produced by computers during post production,
although some are still produced in camera. Frames of
motion picture film are exposed or printed in high resolution
from digital images stored in computers. However, for best
quality, motion pictures must first be recorded on photo-
graphic film, then transferred to a digital medium for editing,
and finally transferred back to film for display.

When a picture is recorded on photographic film, the
picture resolution is defined by the product of the frame size
(in square-millimeters) and the square of the film resolution
(in line pairs per mm). Degradation of photographic reso-
Iution is referred to as graininess. When a picture is recorded
digitally, it does not have a frame size. The picture is stored
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either in a computer or on a digitally compatible medium.
The resolution of the picture is specified by its dimensions
in pixels or by the total number of pixels it contains.
Degradation in digital resolution is referred to as pixelation.

Digital recording of motion pictures is current state-of-
the-art. NTSC, PAL, SECAM, or HDTV quality motion
pictures can be captured using digital video cameras. Digital
recordings are typically made on high quality videotape,
CD-ROM, and DVD. They are also recorded and stored in
computers. With many computers, the amount of informa-
tion required to record an entire motion picture on the
available storage media may be so large as to make such
recording impractical. Therefore, software compression
algorithms have been developed to reduce storage require-
ments. Much digital image compression is also state-of-the-
art.

Still-life digital photographic images are currently stored
by a computer in many formats. The common image file
types are BMP (bitmapped), JPEG (Joint Photographic
Experts Group), GIF (Graphics Interchange Format), JPEG
2000, TIFF (Tagged Image File Format), PNG (Portable
Network Graphics), PSD (Photoshop), and PICT (developed
for MacDraw software). BMP is an uncompressed file
format that permits direct viewing of the pixels. The other
image formats employ compression in one way or another
that is either lossless or lossy (i.e., upon decompression, all
of the image information may or may not be fully recon-
structed). These image formats were developed specifically
to enable computer images to be displayed on computer
monitors. Typical monitor resolutions are 640x480, 800x
600, and 1024x768 pixels. Therefore, the current image
formats are inadequate to meet the resolution requirements
of the three-dimensional process disclosed herein.

Storage of an uncompressed 24 bit per pixel digital video
motion picture lasting two hours running at 29.97 frames per
second (the NTSC standard) with a resolution of 640x480
would require approximately 1.6 terabytes. Sometimes
motion pictures are actually stored as uncompressed digital
video for editing purposes where computer graphics special
effects are added to individual frames. One recent motion
picture required 700 gigabytes of data storage for this
purpose. In this case, the editors were unable to store the
entire movie on their computer at one time. Individual
scenes were downloaded from video tape, edited frame by
frame, then re-recorded in edited form onto video tape, and
deleted from computer memory to make room for the next
scene. However, except for such demanding editing require-
ments, methods currently exist to enable entire video motion
pictures to be practically stored on computers. In addition,
the capacity of available storage media is increasing rapidly.

Motion picture digital video files are currently stored on
computers using formats called codecs (enCOder/DE-
Coder). These codecs are also used for distribution of
motion pictures on the web or a LAN or any other method
of file transfer. Most comprise both video and audio infor-
mation and feature not only intra-frame compression but
also inter-frame compression. AVI (Audio Video Interleave)
is compressed with many different codecs depending upon
the needs of the users. It is a special case of the RIFF
(Resource Interchange File Format), and it is the most
common format for audio/video data on the PC. Its speci-
fication was defined by Microsoft as was the ASF (Active
Streaming Format). The MPEG (Motion Picture Experts
Group) codecs are also extremely popular. The MPEG-1
format produces high quality video and audio streams at
approximately 2xCD-ROM data rates. Its standard is full
frame rate (24-30 fps, depending on the source) with a
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quarter size image (352x240), and it is useful for playback
on most personal computers. The MPEG-2 format produces
high data rate, full broadcast quality files. Its standard is full
frame rate (24-30 fps) and full screen resolution (720x480).
It is the format used for DVD-Video and many home
satellite data systems. The standard for the Apple Macintosh
computer is the Quicktime format. Many other formats, such
as MPEG4 and others, are also popular. Unfortunately, these
also are matched to current television sets or computer
monitors, and are unsuitable for use with the three-dimen-
sional motion picture format disclosed herein.

On the other hand, generalized data compression algo-
rithms are not necessarily keyed to photographs or video
files that require display on television sets or monitors.
Instead, they perform their function on any computer data
files based upon the redundancy of the information con-
tained within those files. The following compression algo-
rithms are popularly used:

Arithmetic Coding

Pulse Code Modulation

Differential Pulse Code Modulation

Run-Length Coding

Shannon-Fane Coding

Huffman Coding

Dictionary Methods

The particular variant of arithmetic coding specified by
the JPEG standard is the subject of patents owned by IBM,
AT&T, and Mitsubishi. One of the most popular dictionary
methods is LZW (Lempel-Ziv-Welch) compression. As an
example, a TIFF image file can achieve almost 5:1 com-
pression using this algorithm.

The ability to digitally store complete motion pictures and
other types of television programming is recent. DVD
players, which are digital, are now commonplace in the
home, and they are beginning to replace older video cassette
recorders (VCR’s) which are analog. DVD players double as
CD-ROM players in many desktop computers. AVI, MPEG-
1, MPEG-2, MPEG-4, and Quicktime in addition to other
codecs are commonly used to enable digital video programs
to be stored on the hard drives of desktop computers. Using
appropriate software, computer users can watch these mov-
ies and programs on their computer monitors, and, in some
cases, on their television sets.

Many companies have combined this technology with
that of the internet. It would be desirable to transmit digital
motion pictures and other video programming from com-
puter to computer. Unfortunately, they were confronted with
bandwidth problems. This problem can be illustrated by
examining the available bandwidth for several methods of
data delivery:

TECHNOLOGY DATA TRANSFER RATE
Fast Ethernet 100 Mbps
Ethernet 10 Mbps
Cable Modem 8 Mbps
ASDL 6 Mbps
1x CD-ROM 1.2 Mbps
Dual channel ISDN 128 Kbps
Single channel ISDN 64 Kbps
High speed modem 56 Kbps
Standard modem 28.8 Kbps

Uncompressed video at 216 Mbps and above cannot be
transmitted using these methods of data delivery. Using a
cable modem and depending upon internet traffic, it can
sometimes take as much as twenty-four hours to practically
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download a complete motion picture stored in AVI format.
An additional problem arises when a user downloads a
program from a host computer. By doing this, the user now
has a perfect copy of the original program, and he can
potentially re-distribute the program to others without the
knowledge or permission of the program’s owner. To over-
come these problems, video streaming technology was
developed. With video streaming, files can play as they are
being downloaded to the user’s computer. Thus the necessity
for downloading and storing entire files before playback has
been eliminated. In the video streaming model, information
from the digital video file is sent by the video server to a data
buffer. Data packets are then sent across communication
lines to the client computer where it is stored in a data buffer
and is played as it is received. These files are usually
transmitted using AVI, ASF, H.263, or MPEG-4 codecs as
well as proprietary streaming codecs such as Vxtreme,
ClearVideo, VDOLive, Vivo, RealVideo, TrueStream, and
Xing. Video streaming has specific hardware and software
requirements. Systems combining both are commercially
available. Generic video streaming software is also avail-
able.

The problems with currently available video streaming
technology are the dependence upon relatively low available
bandwidths and the incapability of producing programming
with acceptable resolution on commercially available com-
puter monitors. Even were these problems to be solved for
conventional video programming, it would not be even
nearly adequate for the much higher data transfer rates
required for three-dimensional motion pictures produced
using the process disclosed herein.

It has already been discussed that elimination of the film
requirements of the invention in the 3-D PATENTS would
be desirable for reasons of cost reduction. Digital projection
and/or transmission provides the solution to this problem
and is therefore an object of this invention. The present
invention, in all its embodiments, is realized by a camera
that digitally records the integral photographic images and
by a mechanism that magnifies these digital images before
a large audience. The principle for magnifying these digital
images is identical to that claimed in the 3-D PATENTS, and
described therein as “the magnification principle.” However,
digital images can also be created by direct recording or by
transfer from photographic images on film. Therefore, this
system is compatible with photographic recording using
cameras disclosed in the 3-D PATENTS.

As the 3-D PATENTS’ disclosure proceeded, it became
apparent that, once the basic principle of magnification and
projection was utilized, the primary technological problem
centered around practically recording a sufficient quantity of
information upon a manageable amount of photographic
film. Much of the disclosures of the 3-D PATENTS describe
the various solutions to this problem. In the Present Inven-
tion, it will become apparent that, once “the principle of
magnification” is employed, the primary technological prob-
lem centers around practically recording a sufficient quantity
of information on digital recording devices as well as on
digitally compatible recording media. Much of the disclo-
sure for the Present Invention addresses this problem.
Another major technological problem, the solution to which
is addressed in the Present Invention, is integration and
transmission of the vast quantity of digital information using
digital electronics so as to photograph large three-dimen-
sional scenes and to project or transmit the three-dimen-
sional pictures produced therefrom onto a screen for view-
ing.
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The 3-D PATENTS disclosed that the system described
therein can be used with television systems, computers,
video recording and animation. They disclosed that it is
possible to construct a home entertainment system (resem-
bling a television set) that employs the methods and appa-
ratus described therein. Furthermore, while broadcasting of
three-dimensional photographic material over conventional
television broadcast bands or even over conventional cable
TV transmission is unfeasible due to bandwidth consider-
ations, it is possible to adequately transmit such image
information over closed circuit fiber optics cable. This has
implications not only for home entertainment but also for
computer displays. Using the methods and apparatus
described therein, three dimensional computer graphics is
feasible. Furthermore, the use of magnetic videotape (or
other magnetic media) to record the information necessary
for image retrieval using this method is also feasible. So also
is the use of CD’s of various formats (e.g., laser disc and
DVD) feasible for this purpose.

In view of the above, it is therefore an object of the
present invention to provide a three-dimensional system and
method in which non-stereoscopic images can be magnified
and digitally projected or transmitted to be seen by large
audiences. Digital cameras and digital projectors will be
described to accomplish this objective. Digital projectors are
not necessary for all embodiments. Editing will be accom-
plished digitally. Another object of the invention is to
provide such a system wherein said images are still life
and/or moving pictures. Yet another object of the invention
is to provide a three-dimensional system which is adaptable
for use in animation, home entertainment, and computer
technology. A further object of the invention is to enable the
invention described herein to be compatible with display of
two-dimensional images.

Factors Distinguishing the Present Invention Over the Prior
Art

The concept of integral photography is not new. Edward
Muybridge was the first to produce multiple photographs of
a given scene. He obtained a patent in 1883. His process
used multiple cameras to photograph moving objects. Each
camera photographed the same scene from a slightly differ-
ent view point. His now famous photographs were later
assembled as frames to be used in the earliest motion
pictures. The distinguishing feature of his process is that the
photographs were not exposed simultaneously, but rather in
a temporally sequential sequence. A few years later, Henry
Kuhn developed a process to photograph a single scene from
multiple viewpoints apparently simultaneously. The elemen-
tal photographs so produced were assembled onto a single
photographic sheet arranged as a “stamp portrait.” In 1920,
J. W. Legg perfected a high speed camera that used multiple
exposures to produce a series of stereoscopic photographs.
In the meantime, several cameras were developed to produce
photographic stereoscopic pairs. These stereoscopic pairs
could be later reconstructed as three-dimensional scenes in
special viewers called sterecoscopes. At the time, stereo-
scopes had been used for at least a century to view artistic
drawings in three-dimensions. Stereoscopes are still sold
today. Stereoscopic cameras represented an improvement
that enabled people to view photographed scenes with
three-dimensional realism. In 1930, Herbert Ives developed
a process to produce “parallax panoramagrams” from a pair
of stereoscopic photographs. “Parallax panoramagrams”
used lenticular sheets to reconstruct three-dimensional
scenes without requiring additional special viewing aids.
Ernest Draper, in 1934, developed a method of using mul-
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tiple cameras to simultaneously photograph a three-dimen-
sional scene. In 1936, Douglas Coffey developed a process
for producing three-dimensional lenticular integral photo-
graphs called “composite stereographs.” During the ensuing
years, many improvements on these processes were made,
and lenticular stereograms and integral photographs are still
currently made and sold.

Until the invention of the system and apparatus described
by the applicant in the 3-D PATENTS, integral photographs
could not be practically magnified nor projected before a
large viewing audience. Projection of non-stereoscopic
three-dimensional motion pictures in theaters was heretofore
unfeasible. In the 3-D PATENTS, integral photographs are
produced using a first optical system comprised of a matrix
lens array and other optical elements. The matrix lens array
consists of a plurality of elemental lenses. Each elemental
lens is capable of producing a single two-dimensional
elemental photograph. The combination of these elemental
photographs forms a two-dimensional integral photograph.
The integral photograph is then magnified by a given
magnification factor. The magnification process produces
either a new integral photograph or a projected image. When
the magnified two-dimensional integral photograph is
viewed through a second optical system, a correctly mag-
nified three-dimensional scene can be viewed. The second
optical system is similar to the first in that it was scaled up
from the first optical system by the magnification factor.

The same principle of magnification and projection
described in the 3-D PATENTS, is used in the present
invention. The difference is that video and digital imaging is
used instead of photographic film. Consequently, the integral
photographs of the 3-D PATENTS, do not physically exist in
the present invention. Instead, they are virtual digitizations
initially created with video imaging tubes and subsequently
stored as digital information in computer memory and
peripheral media. Virtual integral photographs produced in
this manner are novel. The actual scenes are photographed
using camera embodiments described herein. Many of the
camera optical systems resemble those of the cameras
described in the 3-D PATENTS. However, as will be
described herein, because of image resolution problems,
multiple video imaging tubes must be used. In most of the
camera embodiments described, a single integrated first
active optical system is used with a plurality of imaging
devices. Yet, in one of the embodiments, a plurality of
conventional video cameras functioning together as a single
unit are used to produce the digitized virtual integral pho-
tograph. This camera embodiment is reminiscent of the
earlier prior art discussed above. This is only an external
physical resemblance due to the use of multiple cameras in
the inventions dating back to the nineteenth century. How-
ever, when considered as a unit, this camera embodiment is
not at all anticipated nor predicted by the aforementioned
prior art. An integral photograph is composed of a plurality
of elemental photographs, each elemental photograph
requiring a separate lens for its creation. Whether that lens
belongs to an integrated optical system or is a component of
a separate single camera is irrelevant. A single camera with
multiple lenses and imaging devices is the equivalent of the
same number of multiple cameras having a single lens and
single imaging tube. The unique aspect of this camera
embodiment as well as of the alternate camera embodiments
is the combination of camera components designed to pro-
duce the appropriate digitized virtual integral photograph. In
the preferred camera embodiments, not all of the required
elemental photographs are produced. The number of
elemental photographs so created is insufficient to combine

20

25

30

35

40

45

50

55

60

65

10

to produce an adequately viewable three-dimensional scene.
To solve this problem, the preferred camera embodiments
also contain a computer module to derive the missing
elemental photographs by interpolation.

SUMMARY OF THE INVENTION

These and other objects of the invention which shall be
hereinafter apparent are achieved by the SYSTEM AND
APPARATUS FOR RECORDING, TRANSMITTING,
AND PROJECTING DIGITAL THREE-DIMENSIONAL
IMAGES comprising a method and apparatus for reducing
a three-dimensional scene to an integral photograph, record-
ing said integral photograph digitally onto a compatible
medium, editing the digital image, and projecting or trans-
mitting a magnified integral photograph in such a manner as
to create the magnified three-dimensional image for viewing
by an audience. The invention uses the basic principle of
magnification and projection disclosed in the 3-D PATENTS
as well as the optical principles described therein. The
invention comprises cameras for photographing the scene
and projectors for reconstructing the scene in three-dimen-
sions. The invention utilizes the various screens which are
active optical systems that were disclosed in the 3-D PAT-
ENTS and their continuing applications. Part of this disclo-
sure involves new computer software methodology. This
invention provides a system which is capable of being used
in large theaters before large audiences. However it also
provides a system which is adaptable to animation, home
entertainment, and computer technology.

BRIEF DESCRIPTION OF THE DRAWINGS

The invention will be better understood by the Detailed
Description of the Preferred and Alternate Embodiments
with reference to the drawings, in which:

FIG. 1 illustrates the method of magnification that is the
basis for this application.

FIG. 2 illustrates how a magnified image can be projected
before an audience.

FIG. 3 illustrates the appearance of a two-dimensional
integral photograph projected upon a screen using the pre-
ferred embodiment of this invention.

FIG. 4 is a schematic of a three color filter for producing
monochromatic elemental video pictures.

FIG. 5 is a schematic of the first embodiment of a single
stage of a multistage video camera.

FIG. 6 is a schematic of the first embodiment of a
multistage video camera.

FIG. 7 shows how the integral photograph shown in FIG.
3 can be multiplexed onto a rectangular film format. FIG. 7
(a) shows the format of the original integral photograph after
compression in the vertical direction. FIG. 7 (b) shows the
format of the multiplexed film.

FIG. 8 is a drawing showing a fiber optics image dissector
that can be used for image redirection and/or multiplexing.

FIG. 9 is a schematic of a line scan image sensor.

FIG. 10 is a schematic of a single state of the fourth
embodiment of a multistage line scan camera.

FIG. 11 is a schematic of the fourth embodiment of the
multistage line scan camera.

FIG. 12 is a schematic showing how fifth embodiment of
the camera would appear externally. FIG. 12 (a) is a top
view, and FIG. 12 () is a front view.
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FIG. 13 is a schematic showing the sixth embodiment of
the camera wherein multiple cameras each containing its
own microprocessor are arranged linearly to photograph a
three-dimensional scene.

FIG. 14 is a schematic showing how three laser beams are
controlled in a single component stage of the first embodi-
ment of the projector.

FIG. 15 is a schematic showing how three vertically
scanned laser beams from the first embodiment of the
projector impinge upon their respective multi-colored zones
on the screen.

FIG. 16 is a schematic of a scanning mechanism for a
single laser beam of the first embodiment of the projector.

FIG. 17 is a schematic showing how a single laser beam
can be split into a multiple of nine laser beams.

FIG. 18 is a schematic showing the results of projection
on a screen. FIG. 18(a) represents the case of rear projection
onto a physical two-dimensional screen to be reconstructed
via a cylindrical matrix lens array. FIG. 18(5) represents the
case of front projection onto a holographic screen.

FIG. 19 is a schematic of the optical configuration of the
second embodiment of the projector.

FIG. 20 is a schematic of the matrix array of video
monitors and the color filter array of the second embodiment
of the projector.

FIG. 21 shows the appearance of a single monitor from
the matrix array and a single color filter corresponding to
that monitor in the second embodiment of the projector. FIG.
21(a) shows a single video monitor that displays a multi-
plicity of elemental pictures arranged horizontally. FIG.
21(b) shows a single color filter corresponding to that
monitor.

FIG. 22 shows the appearance of a triad of elemental
pictures from a video monitor and a corresponding triad of
vertical color strips from the color filter in the second
embodiment of the projector. FIG. 22(a) shows the appear-
ance of a triad of elemental pictures produced by a single
monitor in the array. FIG. 22(b) shows the appearance of a
triad of vertical color strips within a single color filter in the
array.

FIG. 23 is a schematic of a section of the part of the
projection system in the second embodiment of the projector
that provides one method of rearranging the pictures from
the video monitors into a linear array and projecting the
rearranged pictures onto the screen.

FIG. 24 shows how data from a 24-bit monochromatic
pixel can be compressed to an 8-bit pixel.

FIG. 25 shows how data from two 12-bit pixels are
converted to three bytes of data storage.

FIG. 26 shows how a byte can be separated into its
respective nibbles by bitwise manipulation. FIG. 26(a)
shows the results of right shifting. FIG. 26(b) shows the
results of left shifting.

FIG. 27 shows the significant nibbles from two bytes can
be combined into a single byte.

FIG. 28 is a schematic showing how data from a 12-bit
monochromatic pixel can be compressed to an 8 bit pixel.

FIG. 29 is a schematic showing how to calculate the
distance of a point in space from the camera given its image
positions on two adjacent video frames.

FIG. 30 illustrates how vertical distances are calculate
between camera optics and various points in space.

FIG. 31 is a schematic showing the problem of finding the
image of a given point on two adjacent video frames.

FIG. 32 is a schematic showing a data compression
method for elemental pictures of a component group using
a central reference.
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FIG. 33 is a schematic showing an alternate data com-
pression method for elemental pictures of a component
group using a left reference.

FIG. 34 is a schematic showing how multiple stages in the
projector can create elemental pictures for projection from
compressed multi-stage camera video frames.

FIG. 35 is a drawing of the Modular Integral Magnifier
disclosed and claimed in my pending U.S. application Ser.
No. 10/904,745. FIG. 35(a) is a rear elevational view, and
FIG. 35(b) is a side elevational view.

FIG. 36 shows a video monitor screen bonded to the rear
face of the Modular Integral Magnifier shown in FIG. 35.

FIG. 37 is a drawing of a screen comprised of a plurality
of Modular Integral Magnifiers. FIG. 37(a) is a front eleva-
tional view of the modular screen. FIG. 37(5) is a right-side
elevational view. FIG. 37(c) is a top plan view. FIG. 37(d)
is a rear elevational view.

Software Flow Charts:

The remaining drawings are used to describe the software
associated with the processes and apparatuses that are the
subject of this invention. The method of representation used
therein is HIPO, an acronym which stands for Hierarchy
plus Input-Process-Output. It was developed at IBM during
the 1970’s, and it has been widely used for software docu-
mentation. Its methodology is described in a 1975 IBM
published document:

International Business Machines Corporation, “HIPO—A
Design Aid and Documention Technique,” IBM Corpo-
ration Technical Publications, GC20-1851-1, White
Plains, NY, 1975
FIG. 38 is a hierarchical HIPO chart showing the modular

relationship for the “Data Storage Software Process” for the

sixth camera embodiment.

FIG. 39 is an IPO flow chart showing the modular flow for
the “Data Storage Software Process.”

FIG. 40 is an IPO flow chart describing the “Bit Encod-
ing” process.

FIG. 41 is an IPO flow chart describing the first alternate
of the process “Get Nibble,” which ultimately permits
manipulation of half-bytes.

FIG. 42 is an IPO flow chart describing the second
alternate of the process “Get Nibble.”

FIG. 43 is an [PO flow chart showing the modular flow for
the process “Reduce to One Byte.”

FIG. 44 is an IPO flow chart describing how an 8-bit pixel
can be obtained “From 24-Bit Pixel.”

FIG. 45 is an IPO flow chart describing how an 8-bit pixel
can be obtained “From 12-Bit Pixel.”

FIG. 46 is an PO flow chart describing how to “Add
Color” information to monochromatic elemental pictures.

FIG. 47 is an [PO flow chart showing the modular flow for
the process to “Create Elemental Pictures.”

FIG. 48 is an IPO flow chart describing how to “Select
Reference Color Pixel.”

FIG. 49 is an IPO flow chart describing how to “Locate
Object Color Pixel.”

FIG. 50 is an IPO flow chart describing how to “Chase
Borders.”

FIG. 51 is an IPO flow chart describing the process “Calc
Distance” which calculates the distance of any point in a
three-dimensional scene from the camera lens.

FIG. 52 is an IPO flow chart for the process “Compress”
which discusses the data compression methodology.

FIG. 53 is an IPO flow chart describing the alternate
methods of “Intra-Frame” compression.
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FIG. 54 is an IPO flow chart describing the “Center
Reference” method of intra-frame compression.

FIG. 55 is an IPO flow chart describing the “Left Refer-
ence” method of intra-frame compression.

FIG. 56 is a hierarchical HIPO chart showing the modular
relationship for the “Data Storage Software Process” for the
first five camera embodiments.

FIG. 57 is a hierarchical HIPO chart showing the modular
relationship for the “Projection Software Process.”

FIG. 58 is a hierarchical HIPO chart showing the modular
relation for the process of “Direct Storage of 3-Dimensional
Objects.”

DETAILED DESCRIPTION OF THE
INVENTION

1.0 The Principle of Magnification and Projection

The present invention, in all its embodiments, is based
upon a method that permits magnification (or demagnifica-
tion) of a three-dimensional image produced from a photo-
graph, hologram, optical system or other system or device,
regardless of the medium or the method, in such manner as
to preserve the depth to height and width relationship of the
image as it existed prior to magnification. This method was
disclosed in the 3-D PATENTS and in my pending U.S.
application Ser. No. 10/904,888. The method requires the
three-dimensional image prior to magnification to be ren-
dered as an array of two-dimensional images by a first
matrix lens array, such as a fly’s eye lens. The method
provides that all image dimensions would be magnified by
the same factor such that all dimensions of the final three-
dimensional image would be proportional to the dimensions
of the original image provided that:

the original array of two-dimensional images is magnified

by some magnification factor;

the magnified array of two-dimensional images is then

viewed or projected through a second matrix lens array;
and,

the second matrix lens array has the same number and

arrangement of lenslets as in the first matrix lens array,
such that the second matrix lens array has been scaled
up from the first matrix lens array in such a manner that
the scaling factor is equal to the magnification (e.g.,
[the focal lengths or distance to the image plane] and
[the diameters or distances between the centers] of the
lenslets must be multiplied by the same magnification
factor).

The ability to perform three-dimensional image magnifi-
cation uniformly in all image dimensions is an advancement
over the prior art. The utility of magnifying three-dimen-
sional images using this method would be the ability to
enlarge holograms or integral photographs or other media
from which three-dimensional images are produced, or to
project still or moving three-dimensional images before a
large audience.

The magnification principle is illustrated in FIG. 1. Object
1 is photographed by matrix lens array 2, thereby producing
integral photograph 3. Integral photograph 3 is then mag-
nified to produce integral photograph 4 which is then placed
behind matrix lens array 5. This combination yields mag-
nified image 6. It must be noted here, that during scaling-up,
the ratio of the focal lengths (or distances from the central
plane of array 5 to the image plane) to the distances between
the centers of the lenslets in the array remains constant and
equal to that ratio for the lenslets in matrix lens array 2. If

20

25

30

35

40

45

50

55

60

65

14

a matrix lens array is made up of adjacent lenslets that touch
each other, that ratio is equal to the (F/#).

Projection is merely another form of magnification. The
only difference lies in the fact that no permanent record is
produced as in photography. To illustrate the principle of
projection, let us use as an example, the technique of rear
projection shown in FIG. 2. (As described in the 3-D
PATENTS, it is also possible to illustrate this principle with
front projection.) Were an integral photographic transpar-
ency to be projected at some given magnification onto a
translucent screen 7 which is behind a large matrix lens array
8, an observer 9 in the audience sitting in front of the matrix
lens array will see the magnified three-dimensional image
10. As disclosed in the 3-D PATENTS, the three-dimen-
sional image can be made orthoscopic, and can be made to
appear either in front of or behind the matrix lens array.

What requires description is the optical, electrical, and
mechanical system needed to produce the initial two-dimen-
sional array from the unmagnified three-dimensional image
(i.e., the camera), the optical, electrical, and mechanical
system needed to produce the magnified three-dimensional
image (i.e., the projector), any intermediate medium needed
to produce the magnified three-dimensional image (i.e., the
screen and/or any intermediate optical system), and any
devices that may be required for editing the two-dimensional
images used to produce the three-dimensional image. Also
required is a description of the methods of photographing,
projecting and editing magnified three-dimensional images.
Finally, there must be a description of any computer pro-
cessing that must be done to store and retrieve the images.

2.0 The Camera

The camera consists of:

an optical system that would produce the two-dimensional

array of two-dimensional images on a plane;

the plane and/or recording medium whereon the two-

dimensional array is produced;

the mechanical apparatus (if any) associated with the

image plane and/or recording medium;

a means (if any) for adjusting the optical system for focus

and/or special effects;

the necessary electronics and computer equipment; and,

the housing (if any) that integrates the optical system, the

mechanical system and the image plane and/or record-
ing medium into a single unit.

An example of the optical system is a matrix lens array
such as a fly’s eye lens arranged so as to produce a
rectangular matrix array of rectangular two-dimensional
images. This matrix array of elemental pictures would be
called an integral photograph. If the camera is a motion
picture camera capable of capturing moving three-dimen-
sional images in the form of a sequential series of integral
photographs, some means of sequencing frames would be
required. If the camera is a video camera capable of cap-
turing moving three-dimensional images in the form of a
sequential series of integral photographs, a tube capable of
converting optical signals to electronic signals would be
required. The same would be true for a digital still camera
that does not use film. If the camera is a digital video or still
camera, a computing device might be included to convert the
captured images into some digital format for storage on
some digitally compatible medium. The digital video or still
camera might also include a means for recording the image
such as video tape, diskette, ROM, magnetic or other
devices, etc. It might also require a mechanical device to
hold and move the recording medium. Finally, any such
camera mentioned above might require a housing to inte-
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grate the components and to provide a dark environment so
as to not expose the recording medium unnecessarily. Align-
ment apparatus could also be used.

The parameters affecting the design of the screen and the
theater are adequately discussed in the 3-D PATENTS. The
3-D PATENTS disclose that the screen, which is also a
matrix lens array, must have the same number and arrange-
ment of image focusing elements as the camera matrix lens
array, and the (F/#) of each element in the screen lens array
must be the same as its corresponding element in the camera
lens array. This proves necessary for the film based system
disclosed in the 3-D PATENTS. However, as will be dis-
cussed later in this digital based application, in many
instances, this restriction can be avoided where different
types of focusing elements are used in the two matrix lens
arrays.

Studies have indicated that in a theater, an optimum
audience viewing distance ranges between two and six times
the screen width. Thus, the audience size and location can
help determine an acceptable screen size. Although many
movie theaters currently place their audiences closer to the
screen than twice the screen width, those spectators sitting
this close to the screen view even the present two-dimen-
sional pictures uncomfortably.

It can be shown using parameters and mathematical
equations defined in the 3-D PATENTS that it would be very
convenient for the screen and the camera to have approxi-
mately 1,800 elements in the horizontal direction. Conven-
tion has it today that the width of a movie theater screen is
twice its height. Therefore, the screen and camera will have
approximately 900 elements in the height direction. There-
fore, there will be a total of approximately 1,610,000 ele-
ments.

Where a video camera is to be used, considering a square
array of elements on the imaging tube, since there are 1,800
such elemental pictures in the horizontal direction, each
such elemental picture will have a linear dimension of
0.000556xw (where w is the width of the frame). In the area
of X-Ray technology, large area, high resolution CCD based
imaging systems are available. For example in one such
system the CCD consists of a 2,048x2,048 array of 12 um
pixels, measuring 24.5 mmx24.5 mm and operated at room
temperature, cooled only by ambient air circulation. With
such an imaging tube, the width of the frame is 24.5 mm,
and, therefore, the linear dimension of each elemental pic-
ture would be 0.01 mm. The 12 pum resolution is approxi-
mately equivalent to a spatial frequency of 42 line pairs/mm.
Therefore, each picture would have the total information
given by 0.42 line pairs. This is completely unusable. High
resolution liquid gas cooled CCD imaging tubes for use with
X-Ray technology are available with a resolution as low as
7 um, but the image size is extremely small. Thus, using a
rectangular matrix lens array for a video camera is extremely
impractical.

2.1 The First Embodiment of the Camera

A solution is available that avoids the resolution problem:
that is the elimination of vertical parallax, the use of
monochrome video cameras for color videography, and the
combined synchronized use of multiple video sources.
Theoretically, an integral photograph produced by this type
of camera will appear as shown in FIG. 3. The entire
two-dimensional projected image 11 would consist of a
multiplicity of two-dimensional elements 12. A projected
three-dimensional image reconstructed from an integral
photograph with only horizontal parallax would look exactly
the same as the “lenticular” three-dimensional pictures cur-
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rently on the market. Vertical parallax would be missing, but
horizontal parallax would be present. In normal use of
binocular vision, vertical parallax is not used, and horizontal
parallax alone is sufficient to give a true three-dimensional
effect.

According to the example above, the integral photograph
in FIG. 3 would have approximately 1,800 elemental pic-
tures spread out horizontally. Of course, they would be
highly anamorphic in the horizontal direction. Given the
frame width of 24.5 mm of the CCD imaging device cited
above, each elemental picture would have a width of 0.0136
mm in the horizontal direction. This is precisely the width of
each elemental picture that existed in the previous example
without elimination of vertical parallax. While the vertical
resolution would be excellent, the horizontal resolution
would be ridiculously low. There are two solutions to this
problem. Fither the elemental pictures must be multiplexed
to fit on the 24.5 mmx24.5 mm frame or the camera must be
comprised of multiple video imaging tubes (with associated
image focusing means). Of course, a solution exists that
would combine both solutions. Horizontal elemental reso-
Iution can be calculated in the following way:

1p>=10"3 mm

.t 1p resolution=500 line pairs/mm spatial frequency

RESOLUTION (Microns) SPATIAL FREQUENCY (line pairs/mm)

1 500
7 71
10 50
12 42

From experimentation it is apparent that a horizontal
elemental spatial frequency of 42 line pairs/mm represents
the worst case that can be tolerated for a viewable picture.
Therefore, use of the example high resolution ambient
temperature CCD image tube in the example is feasible with
1 mm wide elemental pictures. So, 74 image tubes would be
able to cover the field of 1,800 elemental pictures. There-
fore, the dimensions of each elemental picture would be 1
mmx24.5 mm were the example CCD image tube to be used.
However, other high resolution area scan CCD image tubes
are available with different image surface dimensions and
different resolution properties. For example, there is a Csl
(TI) CCD tube available with 12 um resolution having an
image surface measuring 88.2 mmx51 mm. Use of a differ-
ent CCD video image tube would change the elemental
image dimensions and would possibly dictate a slight
change in the total number of elemental pictures for conve-
nience. The CCD video image tubes discussed here use
12-bit pixels, and in the example image tube, the frame rate
is 25 frames per second (fps). Neither the frame rate nor the
resolution can be degraded. However, the bits per pixel can
be made lower as a compromise if the resolution can be
increased. True black and white only requires 2-bit pixels.
This is a half-tone picture, and can be tolerated if the
resolution is in the 1-2 um range. A gray scale can be
expressed with 8-bit pixels that would provide 256 shades of
gray. The total image surface area is also a factor governing
selection of the video image tube. Even though the imaging
tubes would be larger than the adjacent matrix lens arrays,
it is relatively simple engineering to position the tubes so
that they would fit together in a camera whose overall width
is slightly smaller than two meters.
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The general case would be:

N RLINEAR X WE
s N ——
w

where:

Ns=the number of camera stages (imaging tubes and
associated optical elements)

N; nvesr—the total number of elements of minimum size
that can be placed in

a given width in one direction in the camera or screen

wz=the width of one elemental picture

W=the width of the image surface

The reason for the approximation in equation [1] above (=)
instead of an equality (=) is that n; ;- ,zxW; might not be
evenly divisible by W. This was the case in the example
above wherein 1,800+24.5~74. Of course, the total resolu-
tion of an elemental picture, expressed in line pairs/mm, can
be increased by magnifying the image dimensions before
focusing onto the image surface. However, this must be
compensated by increasing the number of camera stages.

Now, in order to achieve their high resolutions, the video
imaging tubes must be monochromatic. Therefore, in order
to create color pictures, multiple color filters such 32 as
those described in the 3-D PATENTS must be used. In the
embodiment described 33 herein, red, green, and blue are
used as the primary colors. However, any three complimen-
tary colors may be employed so long as they add to produce
white light. FIG. 4 shows a section of such a color filter 13
with adjacent vertical transparent stripes 14 each being the
size of an elemental picture. The colors of the adjacent
vertical stripes alternate as red, green, and blue. FIG. 5 is a
schematic of the first embodiment of a single stage of a
multi-stage camera. Each stage is comprised of a cylindrical
lens 15 to compress the elemental pictures in the vertical
direction, a cylindrical matrix lens array 16 to compress the
elemental pictures in the horizontal direction, a color filter
17 (such as is shown in FIG. 4) to produce alternating color
monochromatic elemental pictures, and a high resolution
video imaging tube 18. The cylindrical matrix lens array 16
can be any one of a number of different types as described
in the 3-D PATENTS such as a Bonnet Screen (often called
a lenticular sheet), a vertical array of adjacent cylindrical
Fresnel Zone Plates, a hologram that reconstructs a vertical
array of adjacent lines in space (said lines alternating red,
green, and blue in color), etc. Other equivalent types may be
used. The cylindrical lens 15 can be refractive, reflective,
diffractive, or holographic in nature, or it can also be a zone
plate. Furthermore, the cylindrical lens 15, the cylindrical
matrix lens array 16, and the color filter 17 need not be
arranged in the same order as is shown in the figure. The
function of the combined optics comprised of lens 15, array
16, and filter 17 is to focus a vertical array of adjacent
anamorphic elemental images (i.e., an integral photograph)
onto image surface 19 of video imaging tube 18. FIG. 6 is
a schematic of the first embodiment of a multi-stage camera.
In FIG. 6, only four identical stages of the type described in
FIG. 5 are shown. However, the camera can be comprised of
many more stages that are similarly situated adjacent to one
another.

2.2 The Second Embodiment of the Camera

A second embodiment of the camera would be to use
fewer video imaging tubes (perhaps even one tube) by
multiplexing the elemental pictures in the vertical direction.

20

25

30

35

40

45

55

60

65

18

In the first embodiment of the camera shown in FIGS. 5 and
6, it is sufficient for the cylindrical lens that compresses all
of the elemental pictures in the vertical direction to merely
compress them so as to fit the vertical dimension of the
image planes of the video imaging tubes. Therefore, in the
chosen example where the image plane presents a frame size
of 24.5 mmx24.5 mm, each elemental picture would be
approximately 1 mm widex24.5 mm high. This would
provide excellent picture resolution in the vertical dimension
and marginal picture resolution in the horizontal dimension.
However, the human eye would compensate for the poor
horizontal resolution because there are a large number of
elemental pictures positioned horizontally. It would cer-
tainly be possible to reduce the size of each elemental
picture in the vertical dimension and still maintain accept-
able resolution. Were the vertical size of each elemental
picture to be reduced to 2.45 mm, the total vertical spatial
resolution would be approximately 100 line pairs. This has
only marginal acceptability since it is less than one-fifth of
the vertical resolving power of a conventional television
picture. Yet, using an elemental picture size of 1 mmx2.45
mm, it would be possible to use only seven video imaging
tubes in the camera to capture the entire scene. If a tube with
image dimensions of 72 mmx72 mm were to be used, it
would be possible to use only one video imaging tube. This
is shown in FIG. 7. The example shown in this figure uses
1,800 elemental pictures arranged horizontally. Were these
elemental pictures to be arranged in 25 rows vertically, each
row would have 72 pictures. Therefore, each elemental
picture in this 25x72 rectangular matrix would have
approximate dimensions of 1 mm widexl mm high. FIG.
7(a) shows the elemental pictures arranged horizontally, and
FIG. 7(b) shows the elemental pictures multiplexed into the
aforesaid rectangular matrix on the video imaging tube. The
various optical systems to perform multiplexing of this
nature in the camera are adequately disclosed in the 3-D
PATENTS. Were a decision to be made that the elemental
picture dimensions afford inadequate resolution, additional
video imaging tubes could be employed. In this way, the
elemental picture dimensions can be increased to any
desired size.

An initial examination of this second embodiment might
lead a person skilled in the state-of-the-art to question why
it might not be the preferred embodiment for the camera. In
fact, it represents the preferred camera embodiment in the
3-D PATENTS. When used in the video camera disclosed
above, it affords a reduction in the number of high resolution
video imaging tubes thereby decreasing component costs
and maintenance frequency. Unfortunately, the optics
required to accomplish elemental picture multiplexing are
complex. Multiplexing is necessary in a film camera to avoid
the use of several filmstrips moving simultaneously that
would require frame synchronization at the projection stage
or, at least, in the post processing stage. However, digital
frame synchronization with video imaging devices is easily
accomplished. Therefore, the use of a larger number of video
imaging tubes in the digital system disclosed herein is
preferable over multiplexing. While the cost of constructing
a camera for this system is a factor, the camera price, even
with the large number of video imaging tubes, is small when
compared with the other costs incurred in motion picture
production. The camera price is easily amortizable.

2.3 Discussion Pertaining to the First Two Camera Embodi-
ments

In both embodiments disclosed above, it is not necessary
for the multiple video imaging tubes to be positioned
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adjacent to each other linearly in the horizontal direction. It
is only required that the optics comprised of the cylindrical
lens (or multiple cylindrical lenses), the vertical lens array
(or multiple arrays), and the color plate (or multiple plates)
be positioned so as to afford adjacent continuity in the
horizontal direction. The video imaging tubes can be posi-
tioned anywhere within the camera housing, and, depending
upon the embodiment used, the optics required to redirect
the elemental pictures to their appropriate video imaging
tubes could be trivial. FIG. 8 is an example of a fiber optics
image dissector that can be used for redirecting a group of
elemental pictures into a different configuration. In the
figure, the fiber optics image dissector 20 has two image
planes 21 and 26. Were a line of adjacent elemental pictures
to be focused onto image plane 21, the image dissector 20
could rearrange them into a different apparent configuration
on image plane 26. In the example in FIG. 8, there are four
groups of elemental pictures on image plane 21 arranged
horizontally (i.e., 22, 23, 24, and 25) that are reconfigured
vertically on image plane 26 (i.e., 27, 28, 29, and 30,
respectively). This can be done so as to enable multiple
video image tubes to be positioned adjacent to each other
vertically instead of horizontally. In this example, four video
image tubes are used. On the other hand, the fiber optics
image dissector shown in the figure could be used to
multiplex horizontally arranged elemental pictures so that
they would be positioned in a matrix on a single image
plane. In this example, the matrix would have four vertical
rows. The use of this fiber optics image dissector for
multiplexing was disclosed in the 3-D PATENTS. This type
of fiber optics image dissector can be fabricated to provide
any desired elemental picture rearrangement. It can be
fabricated in stages and bonded together. 2 um diameter
fibers are readily available, and there would not be any
problem obtaining 12 um diameter fibers. In the example
high resolution CCD video image tube, 12 um square format
fibers would probably be used.

2.4 The Third Embodiment of the Camera

A third solution to the problem exists that would permit
the use of a single conventional video low resolution imag-
ing tube. This third embodiment of the camera would
involve optically magnifying each elemental picture and
focusing the magnified image onto the surface of the imag-
ing tube. This method has the advantage of providing high
resolution pictures, but has the disadvantage that much
higher data transfer rates are required. For example, if
normal film moves at 25 fps and there are 1,800 elemental
pictures, then information would have to be transferred at
the rate of 45,000 fps. Video camera electronics that provide
such a high transfer rate are not commercially available.
Furthermore, the electron beam scan rate of the video
imaging tube is not that high. Multiple video imaging tubes
can be used to alleviate the scan rate problem. In the extreme
case, the number of video imaging tubes can be equal to the
number of elemental pictures. However, a camera of this
type could be too bulky to be practical.

2.5 The Fourth Embodiment of the Camera

A fourth solution to the problem exists that would employ
high resolution line scan image sensors rather than area scan
image sensors. A line scan image sensor captures image data
by scanning a single line while an area scan image sensor
scans an entire image surface one line at a time. Line scan
image sensors are generally used for document scanning and
optical character recognition while area scan image sensors
are commonly used for video applications. FIG. 9 shows a
schematic of a line scan image sensor. The active element of
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a line scan image sensor 31 is a small rectangular area 32.
Within that rectangular area are sensitized pixels that are
able to capture image data. Electrode pins 33 plug the image
sensor into the electronics of the device (e.g., a photocopy
or a facsimile machine) where scanning is to occur. Most
line scan image sensors have relatively low resolution.
However, high resolution line scan image sensors are com-
mercially available. For example, one such sensor presents
a linear array of 4,096 pixels that are 10 umx10 pum, thereby
presenting an aperture that is 41 mmx10 pm with a 100% fill
factor. Each pixel uses 12-bits of data. The maximum
line/frame rate is 12.0 kHz, and the data rate is 2x25 Mhz.
The sensor packaging is 32-pin DIP. The operating tempera-
ture is ambient to 60° C. max. Although monochrome, it is
a panchromatic sensor able to pick up light adequately
across the entire visible spectrum from 400 nm to 1,000 nm
with peak response in the 7,000-7,500 nm red region.

Clearly a camera that employs this type of sensor would
be similar to a photocopy machine, but it would employ the
active optics and color filter heretofore described as well as
a mechanical, optical, and/or electronic scanning device that
would permit area scanning of the elemental pictures. This
represents the fourth embodiment of the camera, which is
shown in FIG. 10. The active optics consist of horizontal
cylindrical lens 34 (to compress the image in the vertical
direction), matrix lens array 35 (to create the elemental
pictures), and color filter 36 (to create monochrome color
information for the elemental pictures). An electrical,
mechanical, and/or optical device 37 is used to redirect a
portion of the elemental pictures and to focus them onto the
active image area of the line scan image sensor 38 which in
turn converts the image data into electrical signals. Obvi-
ously, a single line scan image sensor cannot be used to scan
all of the elemental pictures because a single sensor cannot
handle all of the data required with sufficient throughput to
facilitate a scan rate of 25 fps. Each sensor can only handle
a small number of elemental pictures. Therefore, a large
number of sensors must be used. However, they are readily
available commercially, and they are far less expensive than
their area scan counterparts. Theoretically, a camera may be
constructed wherein there are as many sensors as there are
elemental pictures. The disadvantage of such a camera lies
in construction of the scanning device 37 of FIG. 10. Such
a device would be physically larger than the image sensor,
and if moving parts are employed, it might tend to destabi-
lize the camera where jitter cannot be tolerated. In a mul-
tistage camera, were such a device to possess moving parts,
there would be many such devices, and the motion could
create problems. However, both non-mechanical devices
and mechanical devices that will position and scan the image
onto the active surface of the sensor are currently state-of-
the-art, and need not be described herein. Furthermore,
techniques exist that could stabilize the camera (e.g, the use
of a gyroscope). FIG. 11 shows a four-stage multi stage
camera.

2.6 The Fifth Embodiment of the Camera

As an alternative fifth embodiment, the scanning device
37 of FIG. 10 may be eliminated entirely. In that event, the
sensor 38 must be moved to accept the entire image. The
advantage of doing this would be the elimination of optics
that can potentially distort the image. The disadvantage of
this alternative is that a 25-50 cps vibration would be set up
that could destabilize the camera. However, once again,
techniques exist that could stabilize the camera.
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2.7 General Discussion Pertaining to the First Five Camera
Embodiments

The camera used in this process, whether film or video, is
very large relative to current motion picture camera equip-
ment. The size of the camera horizontally is dictated by the
size requirements of the matrix lens array. The width of the
array is between 1Y% and 2 meters, and its height is one-half
of the width. The camera housing must encompass the
external optics (i.e., the horizontal cylindrical lens(es), the
matrix lens array(s), and the color filter(s) and must inter-
nally contain the video imaging devices along with the
associated optical, mechanical, and electrical paraphernalia.
Obviously, the camera is very heavy and must be supported
and moved mechanically. However, support and movement
of a camera by a dolly is state-of-the-art in the motion
picture industry.

Now, for all of the embodiments discussed thus far, it
would be desirable for multiple external conventional color
video cameras to be mounted on the three-dimensional
motion picture camera, preferably on top of or on the bottom
of the external optics. These conventional video cameras are
to be combined for use as a view finder. For this purpose, at
least one such camera must be used. However, to produce a
three-dimensional view finder, there must be a minimum of
two such video cameras, but more than two may be used.
FIG. 12 is a schematic showing three such conventional
cameras mounted on top of the external optics. One camera
is mounted on the left end of the external optics, a second
camera is mounted on the right end, and the third camera is
mounted at the dead center. The central camera can be used
as a viewfinder if desired with supplemental information
being supplied by the other cameras. However, all three
cameras will be later used to calculate the distance of every
object in the scene from the external optics of the three-
dimensional camera. FIG. 12 shows how the camera would
look externally. FIG. 12 (a) is a top view, and FIG. 12 () is
a front view. The camera housing 39 has a front portion 40
(shaped as a rectangular prism), a rear portion 41 (shaped as
the lower frustum of a pyramid), and a base 42. The external
optics 43 is mounted to the front portion 40. Three conven-
tional color video cameras, 44, 45, and 46, are mounted to
the top of the front portion 40.

2.8 The Sixth Embodiment of the Camera

The following discloses the sixth embodiment of the
camera which is an exemplary embodiment and the embodi-
ment that the inventor currently envisions as the best mode.
The principle of magnification and projection demands that
the photographed three-dimensional scene be ultimately
converted into an integral photograph for later projection. As
has been already discussed, for the purpose of minimizing
the amount of information recorded, the exemplary configu-
ration for said integral photograph has only horizontal
parallax and the elemental pictures are monochromatic
alternating sequentially between three primary colors. Since
three-dimensional positioning of objects in a scene may be
computed from any two elemental pictures, and mono-
chrome color information can be computed from any single
elemental picture, it is feasible to compute the information
required for all of the elemental pictures in an integral
photograph by using only two color video cameras having
reasonable resolution. Ideally, to reduce the computation
required, more than two video cameras, each one having its
own associated microprocessor and its own data storage
medium, should be used. These microprocessors and data
storage media are arranged in a local area network. Ideally,
a peer-to-peer configuration should be utilized, but use of a
client server configuration is also feasible. Although it is
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theoretically possible to compute the information required to
produce the desired integral photograph using only two
color video cameras, use of so few cameras does not
represent the ideal embodiment. Stereoscopic 3-D motion
pictures are produced using only two cameras. However, for
ideal reconstruction of a realistic three-dimensional image,
the camera lenses must be positioned horizontally apart from
each other at the interoccular distance. Positioning the two
lenses further apart from each other produces a recon-
structed three-dimensional sterecoscopic image with exag-
gerated depth, while positioning them closer together pro-
duces a reconstructed image that appears somewhat flat. The
system disclosed herein as well as in the 3-D PATENTS
reconstructs a more realistic three-dimensional image by
photographing a large number of pictures. In our example,
the two most extreme opposing outermost elemental pictures
are photographed with lenslets positioned between 12 and
2 meters apart. All of the elemental pictures between the
extremes contribute to the final reconstruction to provide
three-dimensional realism. Therefore, cameras should be
located at these extreme points. However, if only two
cameras or a small number of cameras are used, much of the
photographic information in any two adjacent cameras will
not be redundant (i.e., some object points will not appear in
photographs produced by both cameras). Since computation
of the three-dimensional position of a point in a scene
requires that point to be visible in two adjacent photographs,
use of a small number of cameras will provide sufficient
information to calculate only the distances of points photo-
graphed by both adjacent cameras. Such a computation
cannot be performed for those points appearing in one
picture and not in the other. To avoid this problem, a large
number of cameras should be used. In this situation, there
will be a high degree of redundancy in all of the cameras.

Therefore, the sixth embodiment of the camera is shown
in FIG. 13. In the figure, multiple color video cameras 47,
each containing its own microprocessor and its own data
storage medium, are arranged linearly, and each camera
photographs the entire three-dimensional scene 48. The
digital information obtained from each video camera is used
to compute the information to be stored for several of the
elemental pictures of the integral photograph. In the sixth
camera embodiment the entire integral photograph is not
stored on a single data storage medium. Instead a group of
elemental pictures (those computed by the individual com-
ponent video camera assembly) are stored together as frames
on the data storage medium associated with the individual
component video camera assembly responsible for comput-
ing those elemental pictures. Synchronizing information is
stored with each frame so as to enable it to be appropriately
associated with the frames computed and stored by the other
camera assemblies in the network, such that all of the frames
so computed can be integrated to form a single frame
comprising the integral photograph. Ideally, enough cameras
47 should be configured linearly to span a linear distance of
approximately 1.8 meters. The cameras should be attached
to each other so that the all function as a single unit. The
associated electronics control all of the cameras together as
though they were a single camera.

In the sixth embodiment of the camera, it is simple to
calculate the number of elemental pictures that must be
handled by each individual component video camera assem-
bly. To do this calculation, merely divide the total number of
elemental pictures by the total number of individual video
camera assemblies that comprise the composite camera. It is
also relatively simple to calculate the position of any point
in the three-dimensional scene based upon its focused posi-
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tions by the multiple lenses on the multiple image planes.
This will be discussed later herein.

Once the two dimensional position of any point on two
image adjacent planes are known, the three-dimensional
position relative to the camera lens can be calculated.
Therefore, in a multiple camera environment, it is possible
to compute the distance of every point in the three-dimen-
sional scene using information from only two cameras.
Accordingly, in the sixth camera embodiment, it is not
necessary to photograph every clemental picture in the
integral photograph. Using this computational method, and
with the aid of a computer, it is feasible to synthesize every
elemental picture in the integral photograph. These elemen-
tal pictures can then be converted to alternating monochro-
matic red, green, and blue images. Of course, the elemental
pictures remain in digital form on an appropriate storage
medium. They only become visible again upon projection.
Therefore, in the sixth camera embodiment, the entire inte-
gral photographic frame is created from synthetic elemental
pictures that are the same as though they had been actually
photographed. Furthermore, using this embodiment, resolu-
tion is no longer a problem since the synthesized elemental
pictures could have the same resolution as the photographs
taken by the individual conventional video cameras.

3.0 The Projector

Now, we turn to the projector hardware. The projector is
configured in component stages as is the camera. Ideally, the
projector has the same number of stages as the camera. Each
component projector stage has a corresponding component
camera stage. Therefore, each component projector stage
deals only with the video data captured and stored by its
respective camera stage. The projector hardware can exist in
one of two embodiments.

3.1 The First Embodiment of the Projector

The first embodiment is extremely practical. In this
embodiment, each component projector stage is comprised
of the following components:

laser beam generators capable of producing three laser
beams—one having a red color, one having a green
color, and one having a blue color;

a scanning assembly for each of the aforementioned laser
beams that will allow the laser beams to be directed to
different positions on the screen;

a means for varying the intensity of each of the three laser
beams by digital computer control;

a digital computer controlled by a microprocessor;

sufficient random access memory (RAM);

permanent disk storage;

space for variable data storage;

means to communicate with the other component projec-
tor stages as part of a local area network, preferably
peer-to-peer (but a client/server configuration would be
acceptable).

It will be shown that, when the sixth camera embodiment
is used to create the integral photographic frames, each stage
of'the projector would need to transfer 8.1 MBytes per frame
at 29.97 {ps or approximately 243 Mbytes per second to the
appropriate laser beams. So each laser beam would be
modulated at the rate of 664 megabits per second. This is
feasible with computer technology today. This is the maxi-
mum required data transfer rate when using the sixth camera
embodiment. When using other camera embodiments, dif-
ferent data transfer rates may apply.

FIG. 14 is a schematic of the laser controller for one triad
of'a component stage of the projector. Three laser generators
49, 50, and 51 respectively produce red, green, and blue
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laser beams 52, 53, and 54. In the figure, the aforementioned
laser beams 52, 53, and 54 are re-directed using mirrors 55,
56, and 57, respectively, into neutral density filters 58, 59,
and 60 where they are adjusted for intensity. The After
passing through the neutral density filters, the three laser
beams 52, 53, and 54 pass through RGB shutters 61, 62, and
63, respectively. The neutral density filters and RGB shutters
together compensate for drifts in beam strength. From there,
the three laser beams 52, 53, and 54 pass either through
acousto-optical modulators or electro-optical modulators 64,
65, and 66, respectively. The modulators are controlled by
computer software that provides time variant electric poten-
tials, thereby precisely varying the intensities of laser beams
52, 53, and 54. After passing through the modulators, laser
beams 52, 53, and 54 pass through the scanning mechanisms
67, 68, and 69, respectively. The scanning mechanisms
cause the laser beams to impinge precisely on specific points
of the theater screen. FIG. 15 shows how the three red,
green, and blue laser beams impinge within their respective
zones on a portion of the screen 70. As the red laser beam
passes through its scanning mechanism, successive vertical
scan lines 71 are produced on the red zone of screen 70. In
the figure, these scan lines propagate from top to bottom and
from left to right. However, the directions can be reversed if
desired. Similarly, as the green laser beam passes through its
scanning mechanism, successive vertical scan lines 72 are
produced on the green zone of screen 70. Also, as the blue
laser beam passes through its scanning mechanism, succes-
sive vertical scan lines 73 are produced on the blue zone of
screen 70. In this way, a picture is painted on the screen
using vertical scan lines.

FIG. 16 is a schematic of a possible laser scanning
mechanism for a single laser beam. The scanning mecha-
nism consists of two rotating prisms. In the figure, two
penta-prisms are shown. However, the prisms can have any
polygonal shape. Laser beam 74 enters the scanning mecha-
nism and impinges upon rotating prism 75 which redirects
the laser beam toward rotating prism 76 which, in turn
directs the laser beam toward the screen. Prisms 75 and 76
rotate in planes perpendicular to one another and at different
speeds. One prism is used for vertical scanning while the
other is used for horizontal scanning. The prism used for
vertical scanning moves considerably faster than the prism
used for horizontal scanning.

FIG. 14 shows a single triad of laser beams. 52 is the blue
laser beam, 53 is the green laser beam, and 54 is the red laser
beam. It could be advantageous for there to be nine such
triads of alternating red, green, and blue laser beams forming
a total of twenty-seven laser beams per component stage of
the projector. Of course, the number twenty-seven is vari-
able, but it is highly desirable for the total number to be
divisible by three. Therefore, each laser beam should be split
into nine laser beams for our example. FIG. 17 shows how
this should be accomplished. Laser beam generator 77
creates laser beam 78 which is then redirected in a perpen-
dicular direction by mirror 79. The redirected laser beam 78
then passes through eight dichroic mirror beam splitters 80
finally impinging upon mirror 81. The beam splitters 80 and
the mirror 81 redirect output laser beams 82 in a perpen-
dicular direction so that all of the laser beams 82 emerge
parallel to the initial laser beam 78. Unfortunately, the output
laser beams 82 that are closest to the laser beam generator
77 will have a higher intensity than those which are farther
away. That is another reason to pass all of the output laser
beams through neutral density filters so as to attenuate them
and to make the intensities of all of the output laser beams
equal.
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Finally, all of the component stages together paint the
integral photograph consisting of the elemental pictures on
the screen where it reconstructs a three dimensional image.
FIG. 18 shows the results of the laser beam projection on a
portion of the theater screen. FIG. 18(a) shows the case of
rear projection using a matrix lens array, while FIG. 18(b)
shows the case of front projection onto a Bragg Angle
holographic screen. The schematics of FIGS. 18(a) and (b)
are both top views. In FIG. 18(a), scanned red, green, and
blue laser beams 83 impinge upon rear projection screen 84
so as to produce a discernible integral photograph. The
lenslets of the matrix lens array 85 are vertical cylindrical
lenslets, and in their most elemental form produce focused
lines of light in front of the matrix lens array. However,
when an integral photograph is produced on screen 84, the
combination of screen 84 and lens array 85 is capable of
reconstructing a three dimensional image.

In FIG. 18(4), scanned red, green, and blue laser beams 86
impinge directly on the holographic screen 87 to paint an
integral photograph. The holographic screen consists of
vertical elements that redirect the laser beams that impinge
upon it into vertical focused lines of light. Because the
screen is a Bragg Angle reflection hologram divided into
color zones, each zone uses only the wavelength laser beam
designated for that zone. Therefore, a red zone can only
reconstruct an image produced by a red laser beam, a green
zone can only reconstruct an image produced by a green
laser beam, and a blue zone can only reconstruct an image
produced by a blue laser beam. Alignment of the laser beams
is critical. However, the holographic screen was created to
take the impinging light and to reconstruct alternating red,
blue, and green focused vertical lines of light. However,
once the integral photograph is painted on the screen, it is
capable of reconstructing a three-dimensional image.

3.2 The Second Embodiment of the Projector

In the second embodiment, each component projector
stage is comprised of the following components:

a matrix of high resolution television monitors that can be

of the type of either black-and-white or color;

a color filter that is required if the monitors use black-

and-white and that is not used if the monitors use color,

a means for optically redistributing the images from the

television monitors into a straight line;

a linear array of projection lens units, one lens unit to be

used for each monitor;

a digital computer controlled by a microprocessor;

sufficient random access memory (RAM);

permanent disk storage;

space for variable data storage;

means to communicate with the other component projec-

tor stages as part of a local area network, preferably
peer-to-peer (but a client/server configuration would be
acceptable).

FIG. 19 shows a schematic of the optical configuration of
this second embodiment. Light from the video monitors in
matrix array 88 passes through color filter array 89, and then
passes through the optical redistribution unit 90, and finally
passes through the projector lens array 91 whereupon it is
projected onto the screen. If the video monitor matrix array
is linear rather than rectangular, then the optical redistribu-
tion unit 90 is not used. If the video monitors in matrix array
88 are color monitors, then the color filter array 89 is not
used.

FIG. 20 shows a schematic of the matrix array of video
monitors 92 and the color filter array 93. Each square in
array 92 represents a video monitor. Each square in array 93
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represents a color filter. For each square in array 92, there is
a corresponding square in array 93.

FIG. 21 shows the appearance of a single monitor from
array 92 of FIG. 20 and a single color filter from array 93 of
FIG. 20. FIG. 21(a) shows a single video monitor that
displays a multiplicity of elemental pictures arranged hori-
zontally. FIG. 21(b) shows a single color filter correspond-
ing to that monitor. The color filter of FIG. 21(5) consists of
a series of vertical strips. Each vertical strip in the color filter
of 21(b) corresponds to an elemental picture in FIG. 21(a).
The vertical strips in FIG. 21(4) are each color filters
alternating in color. In the embodiment shown they alternate
from red to green to blue, and this pattern is repeated across
the filter.

FIG. 22(a) shows the appearance of a triad of elemental
pictures produced by a single monitor in array 92 of FIG. 20.
FIG. 22(b) shows the appearance of a triad of vertical color
strips within a single color filter in array 93 of FIG. 20. The
triad of color strips in shown in FIG. 22(b) corresponds
respectively to the elemental pictures shown in FIG. 22(a).
The combination of elemental pictures from FIG. 22(a) and
color strips from FIG. 22(b) are meant to produce a triad of
elemental pictures that appear red, green, and blue, respec-
tively. Clearly, if the elemental pictures in FIG. 22(a) are not
black-and-white, but rather are monochromatic red, green,
and blue, respectively, the color filter of FIG. 22(b) is not
required.

FIG. 23 is a schematic of a portion of the means, 94, for
optically redistributing the images from the television moni-
tors into a straight line as well as a portion of the linear array
of projection lens units. In the figure, the means, 94, for
optically redistributing the images from the television moni-
tors into a straight line is a fiber optics bundle of the type
shown in FIG. 8, and it is shown as capable of redistributing
the images from four monitors. Appropriately, four projec-
tion lenses, 95, are shown, each 11 lens corresponding to a
picture emanating from one monitor.

Currently, the best resolution available from color video
monitors is that available from HDTV. However, experi-
mental color television systems exist with much higher
resolution. High resolution black and white monitors are
available.

3.3 General Discussion Pertaining to Both Projector
Embodiments

For either of the two embodiments described herein, it
will be shown that a highly desirable configuration of the
projector would consist of 67 component stages, each stage
being capable of producing twenty-seven alternating red,
green, and blue monochromatic elemental pictures on the
screen, making a total of 1809 elemental pictures that form
an integral photograph. This integral photograph in combi-
nation with the screen can reconstruct a three-dimensional
image of the scene using the principle of magnification and
projection disclosed earlier in this application as well as in
the 3-D PATENTS.

Computer mother boards are commercially available as
circuit cards having dimensions of 4.7 inches high (11.9 cm)
by 0.58 inches wide (1.5 cm) and 14.7 inches deep (37.3
cm); installed cards 0.7 inches deep (1.2 cm) center to
center. Associated with each circuit board is all of the
computer electronics, memory, networking, disk controller,
console port, and two 2.5 inch ATA/66 disk drives capable
of 30 Gbytes capacities. This shows how small computers
can be made.

Sixty-seven computers would be included with the pro-
jector. They will all be in the form of circuit cards. The
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electronics of the projector will be rack mounted, while the
lasers, optics and mechanical components will be externally
mounted. The projector will be large, but will contain few
moving parts. Image stabilization will not be required.
Motion pictures will be supplied in removable cartridges.

4.0 Direct Transmission without Projection

The following discloses an embodiment for the display of
the magnified three-dimensional images that does not utilize
a projector. It is an exemplary embodiment that the inventor
currently envisions as the best mode for display. In this
embodiment, the screen is comprised of the following com-
ponents:

a matrix of two-dimensional video display devices;

electronics associated with each of said video display
devices; and,

optics to create light wavefronts associated for the desired
three-dimensional images from the two-dimensional
images produced by said display devices and to project
these wavefronts in such a manner as to be seen by the
audience.

This screen resembles a conventional video wall currently
used in many displays to produce large sized video images.
The primary difference is the optics associated with the
video wall that produce the three-dimensional display. The
video wall is used to create the composite magnified integral
photograph used as input to the associated optics to produce
the output three-dimensional wavefronts according to the
principle of magnification disclosed in the 3-D PATENTS.

The display devices of the screen may be, inter alia, active
video display devices or composite devices comprised of
active video display devices and projection optics. While the
latter may use rear projection to produce the composite
two-dimensional image, it is the equivalent of using active
display devices in that the composite magnified integral
photograph is not projected onto the screen in the conven-
tional sense (e.g., as a single image from a projection booth).
Rather, no matter what video display devices are used to
create the video wall matrix, the composite magnified inte-
gral photograph is created by segmentation of this integral
photograph such that each display device shows only a
portion of the entire two-dimensional display. The active
display devices used for the screen may be, inter alia,
cathode ray tubes (CRT), liquid crystal displays (LCD),
plasma flat panel displays, plasma controlled LCD displays,
field emission displays, electroluminescent panels, light
emitting polymer displays, active holographic displays, light
emitting diode displays, or even a matrix of light bulbs. The
display device may be compatible with NTSC, HDTV, PAL,
SECAM, etc. This embodiment is independent of the type of
display used so long as each component display device is
capable of ultimately transforming an electronic signal rep-
resenting a digital video image to a two-dimensional video
display.

It is envisioned that a desired configuration of the screen
would be where transparent optics are bonded to the surfaces
of the individual display devices. The combination of dis-
play device, electronics, and optics would form an indi-
vidual component of the screen matrix. An example of such
a component would be an LCD flat panel display with a
lenticular lens sheet, or Bonnet Screen, bonded to its front
surface. This type of device would produce a display that
would be relatively immune to image distortion due to
dimensional changes of its individual component parts, said
dimensional changes being caused by temperature differ-
ences, vibration, etc.
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Conventional video walls use too few individual display
components to produce an adequate three-dimensional dis-
play. For example, a twenty-four foot wide display might use
sixty components—ten for width and six for height. A
typical component would be a 35-inch diagonal NTSC video
display that is approximately 29 inches wide by 22 inches
high. Each would have the capacity of displaying 168,000
pixels (i.e., 525 horizontalx320 vertical). The video wall
would therefore be capable of displaying approximately ten
mega-pixels (i.e., 5,250 horizontalx1,920 vertical). In com-
mon use, the video image display resolution is often
degraded to what would be observed on a single TV display
tube. However, even were the full ten mega-pixel resolution
to be fully utilized, even though such a video wall would
produce a reasonably high quality two-dimensional image, it
would not be able to create adequate three-dimensional
displays using the magnification principle.

Using the sixth camera embodiment, it was determined
that the camera could be comprised of approximately sev-
enty adjacent video cameras situated horizontally, and that
such a configuration would produce three-dimensional
images with adequate resolution. In this case, each video
display would be responsible for displaying twenty-seven
elemental pictures, said elemental pictures being synthe-
sized from interpolated data from two-dimensional video
images created by two adjacent cameras. This would yield
1,890 elemental pictures in the horizontal direction. There-
fore, a video wall display that would produce adequate
images could have a matrix of seventy display devices
arranged horizontally by an appropriate number of display
devices arranged vertically so as to produce the desired
screen width to height aspect ratio. It has already been
disclosed that, since vertical parallax is absent, vertical
resolution requirements may be relaxed. Therefore, the
image from each of the video camera components can be
converted to a column of video images anamorphically
expanded in the vertical direction to create a single vertical
image using conventional video wall display technology.
Such expansion is only in the vertical direction because
horizontal resolution may not be sacrificed.

Unfortunately, the appearance of a video wall comprised
of a matrix of display devices shows boundary lines that
separate the component display devices. There are two
reasons for this:

There is a physical boundary between the component
displays that has a finite observable dimension. This
boundary is not a part of the active display. It is “dead
space.”

The central portion of a video display is normally brighter
than the edges of the display. Observation of a com-
posite image created from several video displays will
reveal alternating bright and dim regions across the
display.

Therefore, even if no “dead space” exists between the
displays, a boundary line is observed between the displays
because the edges of each display is so much dimmer than
its central portion.

Clearly, the solution to the boundary line problem
involves two components—reducing or eliminating “dead
space” between the video displays and adjusting the pixel
intensities to produce a uniformly bright image across each
video display. The former may be accomplished using
physical construction techniques. The latter may be accom-
plished using software techniques. The physical boundaries
between the display devices should be as small as possible.
They should be neutral colored or possibly transparent. If
these boundaries have dimensions smaller than what could
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be seen by the audience at minimum visual acuity, the
audience should not perceive them. Combining this with
adjusting the edge brightness to be greater than the central
brightness would solve the boundary line problem.

Another solution is to use the screen disclosed in my
pending application Ser. No. 10/904,745 (entitled MODU-
LAR INTEGRAL MAGNIFIER). That patent application
discloses a unitary device that is used as a magnifier of
three-dimensional images. All of the components of the
device are maintained in fixed alignment, so that there is no
positional instability. The problem of image jitter and mis-
alignment is taken care by the construction of the device.
One embodiment of this modular device is shown in FIG.
35. FIG. 35 (a) is a rear elevational view, while FIG. 35 (b)
is a side elevational view. An integral photograph (not
shown) is accepted by rear face 162 and is uniformly
enlarged and transmitted through the body of the device (a
transmigrator) 161 as an enlarged integral photograph (or
integral frame) onto front face 163. The transmigrator con-
tains all of the necessary enlargement/projection optics, and
the integral frame associated with face 163 is always in fixed
(logical) alignment with the one associated with face 162.
Face 162 has an appropriate matrix lens array associated
with it. Therefore, a viewer looking directly at face 163 will
see a magnified three-dimensional image. The image is
orthoscopic either since all of the optics required to convert
from pseudoscopy to orthoscopy is contained within trans-
migrator 161 or the integral photograph is pre-processed so
that such conversion is unnecessary. (For such pre-process-
ing, please refer to my pending application Ser. No. 10/904,
920, filed on Dec. 6, 2004, entitled METHOD OF FORM-
ING A THREE-DIMENSIONAL ORTHOSCOPIC IMAGE
FROM ITS PSEUDOSCOPIC IMAGE.) Where the integral
photograph is pre-processed to reconstruct to reconstruct an
orthoscopic image, the transmigrator optics can be as simple
as a coherent fiber optics magnifying face plate.

Although face 162 could accept an integral photograph
projected thereupon, this type of input would normally not
be used. Were the projected integral photograph to be
positionally unstable (even to a minor degree), movement of
the magnified three dimensional image would be noticeable.
However, were the integral photograph to be bonded to face
162, stability would be maintained, and the image would not
move. FIG. 36 shows a video monitor 164, the face of which
has been bonded to face 162 (not shown). The video monitor
need not only be a CRT tube. It can be an LCD display, or
a plasma display, or any other device that can display an
integral photograph. The image of the integral photograph is
transmitted through and enlarged by transmigrator 161 to
impinge on face 163 which has a matrix lens array bonded
to its surface.

FIG. 37 shows various views of the modular screen
described in application Ser. No. 10/904,745. FIG. 37 (a)
shows a front elevational view; FIG. 37 (b) shows a side
elevational view; FIG. 37 (¢) shows a top plan view; and
FIG. 37 (d) shows a rear elevational view. The screen of
FIG. 37 comprises a plurality of Modular Integral Magni-
fiers arranged in a matrix. In the figure, twenty-five modules
are shown. However, in a theater, a convenient arrangement
of modules might be 70x35. Therefore, a screen could
conveniently have approximately 2,500 modules. A 30 ft.x
15 ft. screen would then empty modules having a square
front face whose sides are approximately 5%-inches. One
inch-square modules could conveniently be used in home
entertainment systems.

Digital video monitors would be bonded to the rear faces
of the modules, one monitor to each face. Clearly, the total
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integral photograph is logically broken apart and distributed
among the video monitors as sub-integral photographs.
Similarly, the total integral photograph is broken apart
positionally with the rear faces of the modules each receiv-
ing a sub-integral photograph. Adjacent sub-integral photo-
graphs do not touch each other. However, the fragmented
integral photograph is re-united at the front surface of the
screen. The individual modules could have separate matrix
lens arrays bonded to their front faces, but a better solution
would be for the screen to have a single lens array covering
a large number of modules.

In a theater projection booth, the projector would be
replaced by a computer system. The computer system could
be comprised of a large number of parallel computers
networked together. The composite system could be made
quite small and would be rack mounted. A motion picture
would be distributed as a pack that would be inserted into the
computer. Using the sixth camera embodiment, the pack
could be comprised of approximately seventy DVD’s. Other
media such as tape or computer disk could be used. Each
DVD would represent the video motion picture as was
photographed using a component video camera of the com-
posite camera of the sixth camera embodiment. Therefore,
there would be a video frame on each DVD corresponding
to a particular instant of time for display of the motion
picture. The computer system would use video streaming
technology to construct the composite video frames for
transmission to the screen. First, the computer system would
assemble all of the corresponding frames from the multiple
DVD’s to form a composite frame. Next, the elemental
pictures of the integral photograph would be created by
interpolation between the corresponding frames. These
elemental pictures would be appropriately allocated to the
various video display devices that comprise the screen. This
process would create corresponding video frames for each of
the display devices. Then the computer would transmit these
corresponding video frames to the display devices. Finally,
the computer would discard all of the information of the
current frame and would repeat the process for the next
frame. This process could be modified to include a storage
buffer for several frames. Use of a storage buffer could ease
the performance requirements. However, the net result is
that the input to the computer is but a small fraction of the
information necessary for display and that the output from
the computer is all of the information necessary for display.
Video frames are created on-the-fly, and they are discarded
when they are no longer needed.

5.0 Storage of the Digital Data

Now, the discussion turns to the storage of the digital data.
Clearly, computer hardware and software must be associated
with the camera. The various embodiments of the camera
could conceivably use a single microprocessor, but in the
sixth embodiment of the camera, it is preferred (but not
required) that each video imaging tube would have its own
associated microprocessor functioning as a client in a peer-
to-peer local area network. Alternatively, each microproces-
sor can function as a client in a local area network with a
central server computer for the entire camera. In the fifth
camera embodiment (a line scan camera), each line scan
image sensor would preferably (but not necessarily) have its
own associated client microprocessor for use in a peer-to-
peer or client/server local area network. Once the data
storage requirements are determined, the computer hardware
and software requirements will also be determined.

In the example used in the fifth embodiment of the camera
described herein above and shown in FIG. 12, each video
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imaging tube uses 4,194,304 twelve-bit pixels (2,048x2,
048). A highly desirable configuration of this embodiment
would use seventy video imaging tubes. This would require
3,523,215,360 bytes of storage per frame or approximately
3.36 GBytes. At 25 fps, an uncompressed two-hour motion
picture would require approximately 604,800 Gbytes of
storage capacity. The storage figure of 3.36 Gbytes per frame
would approximately be true for any of the first five alternate
embodiments disclosed herein thus far. This amount of
storage is enormous, and a new method of data compression
is needed to drastically reduce the data storage requirements.

In the sixth embodiment described herein above and
shown in FIG. 13, the amount of uncompressed storage
required would be twice as large (viz., 6.72 Gbytes per
frame), except that this storage requirement would be dis-
tributed across the individual storage media associated with
each individual video camera assembly. For example, if the
camera described in the sixth embodiment uses one-hundred
individual video camera assemblies, then each such assem-
bly would be required to store only 672 Mbytes per frame in
uncompressed mode. While this still shows the need for data
compression, such distributed data storage is far more rea-
sonable.

As mentioned previously, many state-of-the-art algo-
rithms exist for compressing a video image. Some are lossy
and others are lossless. JPEG compression is an example of
a lossy algorithm, while LZW compression is an example of
a lossless algorithm. Unfortunately, LZW compression alone
is not sufficient to reduce the data storage to a reasonable
figure. The LZW algorithm achieves a compression ratio of
approximately 5:1. This would compress the frame size in
the sixth camera embodiment to 135 Gbytes and in the other
alternate camera embodiments to 67 Gbytes. A complete
two-hour motion picture made with the sixth camera
embodiment of the camera would therefore occupy 241,920
Gbytes, and one made with the other alternate embodiments
of the camera would occupy 120,960 Gbytes. Considering
that a commercially available DVD-ROM can store 17.6
Gbytes of data, the two-hour motion picture would need to
be stored on at least 6,873 DVD disks in the first five camera
embodiments (and probably twice that number considering
the sixth camera embodiment). PKZIP compression
achieves a compression ratio for pictorial information of
approximately 7:1. While this is somewhat better, it is still
insufficient. Clearly, a new method of data compression is
needed.

The method of data compression disclosed herein reduces
the pictorial data in several stages. A hierarchical HIPO flow
chart for the sixth camera embodiment is shown in FIG. 38,
and an IPO flow chart for the sixth camera embodiment is
shown in FIG. 39. The hierarchical HIPO flow chart for the
other alternate camera embodiments is shown in FIG. 56.

The method of data compression disclosed herein
employs the following steps and has the following objec-
tives:

5.1 Initial Data Storage

There is no problem with initially storing the digital video
data in any of the embodiments disclosed above. In all of the
embodiments discussed, there is a storage medium associ-
ated with each of the video image tubes, be it videotape,
recordable DVD, or a computer hard drive. In many of the
embodiments discussed above, each video image tube has a
separate microprocessor dedicated to processing the data
collected from that video image tube. There should be no
difficulty providing sufficient data storage for this task. For
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example, a complete two-hour conventional video motion
picture can be stored using the MPEG-2 codec in less than
5 Gbytes.

5.2 Bit Encoding
An TPO flow chart for this process for the sixth camera
embodiment is shown in FIGS. 43 and 46.

5.2.1 Reduction from Initial 24-Bit Pixel Representation

In the sixth camera embodiment, the data from each pixel
is transferred to computer storage as 24-bits. 24-bit storage
enables a computer monitor to reconstruct approximately
16-million different colors. The unit of information in most
computers is the byte which is 8 bits. Therefore, 24-bit
pixels occupy 3 bytes of storage, one byte for each color:
red, green, and blue. In the three-dimensional system dis-
closed herein, the pixels are monochromatic, i.e., solely red,
green, or blue, but not a combination of more than one of the
three primary colors. Therefore, two of the three bytes will
be stored as ‘00000000 (eight zeros), and will result in a
waste of storage. One of the three bytes will be active, and
two will be inactive. When going from a red elemental
picture to a green elemental picture to a blue elemental
picture, a different byte will be active for each one. Each
byte can retain 256 intensity levels (hereinafter referred to as
“shades of gray”). Accordingly, were 256 intensity levels to
be considered adequate for viewing a motion picture, pixel
storage could be reduced to 8 bits or one byte. This is a
superior embodiment. FIG. 24 illustrates how this can be
done. A 24-bit pixel is a binary integer between O and
16,777,215 occupying three bytes: a red byte, a green byte,
and a blue byte. Considered separately, each of the three
bytes is a binary integer between 0 and 255. For a mono-
chromatic picture, two of these bytes have a zero value.
These are the passive bytes shown in FIG. 24. The non-zero
byte is the active byte. For this method of compression, the
two passive bytes are discarded, while the one active byte is
used. An IPO flow chart for this process is shown in FIG. 44.

If the audience is seated a distance away from the screen
such that the individual elemental pictures are not resolvable
(i.e., at minimum visual acuity), then the brightness of three
adjacent elemental pictures (a red picture, a green picture,
and a blue picture) will produce the color definition for all
three. Therefore, the eye will reconstruct approximately 16
million different colors. Even were the audience to be seated
closer to the screen than at minimum visual acuity, their eyes
would still resolve as many colors. The only drawback
would be vertical pixelation which would become more
obvious the closer a viewer is to the screen.

5.2.2 Reduction from Initial 12-Bit Pixel Representation
With the exception of the sixth camera embodiment, in the
other alternate camera embodiments, the data from each
pixel is transferred to computer storage as 12-bits. 12-bit
monochrome enables a computer monitor to reconstruct
4,096 shades of gray. Therefore, in the system disclosed
herein, 12-bit encoding will produce more vivid coloration
than the 24-bit encoding of the preferred embodiment. Each
byte consists of 2 nibbles (1 nibble=4 bits), but the nibble is
only conceptual. Most computers only perform byte
manipulation. Yet, the data from each pixel is 3 nibbles in
length, i.e., a number between O and 4,095 (or between
HEX: 000 and FFF). This would normally be translated into
two-bytes per pixel (i.e., HEX: 0000 to OFFF). Therefore, in
order to be able to obtain frame data storage that is no larger
than 3.52 Gbytes, data from every two pixels (2 pixelsx12-
bits/pixel=24-bits) must be encoded into three bytes (3
bytesx8 bits/byte=24-bits). This is shown in FIG. 25. In the
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figure, two pixels 96 and 100 are shown. The first step is to
logically separate 12-bit PIXEL #1 (96 in FIG. 25) into three
nibbles 97, 98, and 99, and 12-bit PIXEL #2 (100 in FIG. 25)
into three nibbles 101, 102, and 103, respectively. BYTE #1
(104 in FIG. 25) is then made to consist of the two nibbles
97 and 98 concatenated together. BYTE #2 (105 in FIG. 25)
is made to consist of the two nibbles 99 and 101 concat-
enated together. Finally, BYTE #3 (106 in FIG. 25) is made
to consist of the two nibbles 102 and 103 concatenated
together.
An example of this would be:

DECIMAL BINARY HEXADECIMAL
PIXEL VALUE VALUE VALUE
#1 1300 010100010100 514
#2 4021 111110110101 FBS

PIXEL #1 has three nibbles with hexadecimal values 5, 1,
and 4. PIXEL #2 has three nibbles with hexadecimal values
of F, B, and 5. These would combine to form three bytes
having the following values:

HEXADECIMAL BINARY DECIMAL
BYTE VALUE VALUE VALUE
#1 51 01010001 81
#2 4F 01001111 79
#3 BS 10110101 181

There are several methods of calculating the nibbles in a
twelve-bit pixel. One of these involves the use of bitwise
manipulation. All computer assembly languages permit bit-
wise manipulation. For example, in IBM Basic Assembly
Language (BAL), the operators SLDA, SLDL, SLA, and
SILL cause bits to be left-shifted, while SRDA, SRDL,
SRA, and SRL cause bits to be right-shifted. Several higher
level computer languages, such as C, also permit bitwise
manipulation. Bit shifting in C is performed using the
operators >>and<<. For example, if X is an unsigned integer,
the expression:

xX=x>>4;

causes the variable x to be replaced by a value whose bits are
shifted to the right by four positions. In other words, the
lowest order nibble (the one on the right) is discarded, the
nibbles to its left now move right, and the leftmost nibble is
zero-filled. FIG. 26(a) shows how right bit shifting works.
Byte 107 consists of two nibbles, 108 and 109. When this
byte is right bit shifted by four bit positions, the low-order
nibble 109 is discarded. Data from the high-order nibble 108
is then shifted to the low-order nibble position 111 in Byte
110. The high-order nibble position 112 is then zero-filled.
In order to provide a better understanding of the figure,
significant data bits are shown as filled with ones, but this is
rarely the situation.

For a second example, if x is an unsigned integer, the
expression:

x=x<<4;
causes the variable x to be replaced by a value whose bits are

shifted to the left by four positions. In other words, the
highest-order nibble (the one on the left) is discarded, the
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nibble on its right now moves left, and the rightmost nibble
is zero-filled. This is the inverse process to the previous
example. FIG. 26(b) shows how left bit shifting works. Byte
113 consists of two nibbles 114 and 115. Data from the
high-order nibble 114 is discarded. The low-order nibble 115
is then shifted to the high-order nibble position 117 in Byte
116. The low-order nibble position 118 is then zero-filed.

FIG. 27 shows how two bytes having alternating signifi-
cant nibbles can be combined to form a single byte wherein
both nibbles are significant. In Byte 119, the low-order (or
rightmost) nibble is significant, while in Byte 120, the
high-order (or leftmost) nibble is significant. Performing a
logical OR operation on both Bytes 119 and 120 yields Byte
121 where both nibbles are significant. The high-order
nibble of Byte 121 is the same as the high-order nibble of
Byte 120, while the low-order nibble of Byte 121 is the same
as the low-order nibble of Byte 119.

Using C-Language syntax, to separate a single byte into
its high and low-order nibbles:

unsigned short full_byte, high_nibble, low_ nibble;
/* full_ byte is the original data.
high_ nibble is the high-order (leftmost) nibble.
low__nibble is the low-order (rightmost) nibble.
*/
unsigned short calc_ nibble(void)

{
high nibble = full_ byte >> 4; /* right shift */
high nibble = high_ nibble << 4; /* left shift */
low__nibble = full_byte << 4; /* left shift */
low__nibble = low__nibble >> 4; /* right shift */
¥

The variables full_byte, high_nibble, and low_nibble
each contain eight bits of data. In full_byte, all of the bits are
significant; in high_nibble, the four rightmost bits are sig-
nificant, and the four leftmost bits are zeros; in low_nibble,
the four leftmost bits are significant, and the for rightmost
bits are zeros. IPO flow charts for this process can be found
in FIGS. 41 and 42.

Referring to FIG. 25, a twelve-bit pixel cannot exist
independently since nibbles cannot be addressed directly. As
shown in the figure, two twelve-bit pixels, 96 and 100, are
represented as three bytes of data, 104, 105, and 106.
Alternatively, a single twelve-bit pixel may be represented
as a two-byte unsigned integer with the high-order nibble
being zero-filled. Using the method described herein above,
a twelve bit pixel can be separated into its component
nibbles by separating the individual bytes into their com-
ponent nibbles. Using this method, one obtains three nibbles
per twelve-bit pixel. These are represented in FIG. 25 as
follows:

1. NIBBLE # is shown as 97
. NIBBLE #2 is shown as 98
. NIBBLE #3 is shown as 99
. NIBBLE #4 is shown as 101
. NIBBLE #5 is shown as 102
. NIBBLE #6 is shown as 103

Furthermore, the three bytes of data are represented in
FIG. 25 as follows:

1. BYTE#1 is shown as 104

2. BYTE #2 is shown as 105

3. BYTE #3 is shown as 106

The calculation that shows how the three bytes are created
from two adjacent twelve-bit pixels is as follows:

AN kW
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BYTE #1=(16xNIBBLE #1)+NIBBLE #2
BYTE #2=(16xNIBBLE #3)+NIBBLE #4

BYTE #3=(16xNIBBLE #5)+NIBBLE #6

Working with the 12-bit representation and considering
that three adjacent monochromatic elemental pictures pro-
vide the equivalent of a color pixel, a viewer seated at a
distance from the screen equal to minimum visual acuity
should be able to resolve approximately 69 billion colors.
This is unnecessary since the human eye is unable to
differentiate so many chromatic shades. Therefore, as an
alternative, the 12-bit representation should be degraded to
an 8-bit representation. This is illustrated in FIG. 28. The
12-bits shown as 122 in FIG. 28 is a number between 0 and
4,095, and can be thought of as being comprised of the three
nibbles 123, 124, and 125. If the number contained in 122
is divided by sixteen and the remainder discarded, this
would be the equivalent of discarding the low-order nibble
125. The number contained in the byte 126 (formed from
combining nibbles 123 and 124) is a number between 0 and
255. The nibble 127 contains the remainder of the division
of the number contained in 122 by sixteen. The nibble 125
is discarded. As an alternative to this computation, bitwise
manipulation can be performed as described herein above to
achieve the same result.

TPO flow charts for this process can be found in FIG. 45.

5.2.3 Addition of Color Information to the Reduced Mono-
chrome Pixel Representations

Now that the 24-bit and 12-bit information has been
compressed to be able to fit into a single 8-bit byte, only one
piece of additional information is required, viz., whether the
byte contains the gray scale information for a red, green, or
blue pixel. Each byte must be associated with one of the
three monochrome colors. However, this information need
not be attached to each byte, as it would drastically increase
the storage required for each monochrome pixel. Instead,
this information could be stored external to the 8-bit mono-
chrome pixels. Each elemental picture can be stored as a
fixed number of 8-bit monochrome pixels. Adjacent elemen-
tal pictures shift from red to green to blue and back to red,
repeating the sequence on a regular basis. Therefore, it is
only necessary to record the starting color, the number of
8-bit pixels until the next color occurs, and the total number
of pixels stored. An IPO flow chart for this process can be
found in FIG. 43.

5.3 Formation of the Elemental Pictures Associated with the
Sixth Camera Embodiment

In the sixth camera embodiment, multiple conventional
color video cameras are used without an additional matrix
lens array to form each frame of the motion picture. In effect,
the multiple video camera lenses combine to form a linear
matrix lens array. However, from each frame of each com-
ponent camera, several monochromatic elemental pictures
are created using a computer software algorithm. Informa-
tion obtained from two time synchronized video frames
using two adjacent cameras is used to compute the three-
dimensional information necessary to create the elemental
pictures. Each elemental picture can have a pixel resolution
that is less than or equal to the resolution of one component
camera that produced the frame from which the elemental
picture was created. Ideally, an elemental picture will have
the exact same resolution as the parent frame. Using an
NTSC type camera, the resolution will be 640x480 pixels.
Each pixel will occupy one byte in data storage. Therefore,
each elemental picture will occupy 307,200 bytes or 300
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Kbytes in uncompressed mode. Ideally, in order to keep
track of the monochromatic color for each elemental picture,
the number of elemental pictures associated with each
component camera should be a number divisible by three.

The method of creating the elemental pictures from the
raw camera data using software involves the computation of
the distance from the camera lens to every point on the video
frame captured by the component video camera assemblies.
To accomplish this, we need information from two adjacent
video camera assemblies. An IPO flow chart for the overall
process can be found in FIG. 47. Referring to FIG. 29, point
P is imaged using lens 128 and lens 129 of two adjacent
component video camera assemblies onto their respective
image planes 130 as points P, and P,, respectively. Since the
lenses of the two component video cameras are identical, the
image planes 130 are both a distance f from the central axis
of lenses 128 and 129. The point P is situated in space at a
distance D away from the central lens axis of the camera.
Frames 131 and 132 are produced by the video cameras on
image planes 130 using lenses 128 and 129, respectively.
Lenses 128 and 129 are positioned a distance d apart. For
ease of understanding FIG. 29, the central vertical axes of
frames 131 and 132 are also located a distance d apart in the
drawing, but this is not necessary since they are only
representations of the data produced by the camera CCD’s.
However, in the figure, points P, and P, are drawn projected
from image planes 130 onto frames 131 and 132, respec-
tively. We know the values of f and d. The horizontal
distances d, and d, of points P, and P,, respectively, can be
measured. However, D is unknown, and it must be calcu-
lated. Using a simple optical ray trace along with plane
geometry, we compute:

2
d

sz_

dy—d;

Therefore, by knowing the X-Axis positions of the images
of a given point on both of two adjacent video frames, the
distance of that point from the lens axis of the camera can
be calculated. For ease of computation, in FIG. 29, points P,
and P, are shown as imaged on the X-Axis. Nevertheless, the
Y-axis position of P, and P, are identical on frames 131 and
132, respectively, and their Y-values do not enter into the
computation. An IPO flow chart for this process is found in
FIG. 51.

The calculation of the point’s vertical (or Y-axis) position
on the image plane is even simpler. Since vertical parallax
has been eliminated, the simple ray trace of FIG. 30 can be
used. In FIG. 30, Point P is focused vertically by lens 133
onto image plane 134 to Point P'. Lens 133 has a focal length
f. Point P is vertically positioned at a distance y from the
center-line 135 of lens 133 and horizontally positioned at a
distance D from the central plane 136 of lens 133. Point P'
is vertically positioned on the image plane at a distance y'
from the center-line 135 of lens 133. If the lengths f, D, and
y are known, then the distance y' can be calculated as
follows. Using similar triangles:

’

y

— Therefore,
y

’

y =

Ol
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It is not always easy to determine the image position of a
given point on the video image plane. When an observer
looks at a photograph, he can usually determine where a
given point has been imaged on the picture. He does this
using pattern recognition. For a computer to perform this
determination, it must also perform pattern recognition. In
computer science, pattern recognition is usually performed
using neural networks. This will not be necessary in the
present case, since the pattern recognition problem is far
simpler than usual. A video frame is merely a data matrix of
color pixels. Each data element records a specific composite
color value computed from a red value, a green value, and
a blue value. The general pattern recognition problem in
computer science has been to extract objects from a video
frame and to recognize those objects. For example, one
would like to ascertain where a human face appears in a
video picture; or, one would like to differentiate between
boys and girls in the picture. Our problem is merely, given
an image point produced from a point in space on one video
frame, ascertain the location of the image point produced
from the same point in space on another video frame.

FIG. 31 is a schematic of two adjacent video frames 138
and 139. For simplicity, positions on these frames are
represented as a 6 column by 5 row matrix. (It is standard in
video technology to refer to the number of columns and then
the number of rows; e.g., 640x480. However, when discuss-
ing frame location coordinates in this application, we shall
refer to them using the more conventional mathematical
notation, i.e., first by row and then by column.) In the figure,
a point in space is imaged as point 137 on frames 138 and
139. The location of this image point is {3,2} in frame 138
and {3,3} in frame 139. How do we know that the image
point located at {3,2} in frame 138 and at {3,3} in frame 139
are created from the same point in space? To ascertain this,
we examine all the surrounding points. Every image point on
a video frame is on a pixel that is surrounded by eight other
pixels. We can tell that the image point 137 in frames 138
and 139 represent the same physical point because it has a
unique color value relative to the points surrounding it in
both frames. We know that the two cameras that created
video frames 138 and 139 are identical. We can also care-
fully color calibrate the two cameras so that when they are
photographing the same point in space, the color value of the
image point will be the same. We also know that the cameras
are very close together. Therefore, there should be no
difference in color value in the images of a given point on
the video frames of the two adjacent component video
cameras. Furthermore, the image point for which we are
trying to find correspondence in each frame will be on the
same horizontal scan line (or matrix row) in both frames
provided that the cameras are carefully aligned physically. In
the method shown, we first choose one of the two frames as
a reference (let us say frame 138). We know where point 137
is imaged on frame 138, and we then search for it on object
frame 139. We find it because of its unique color value. So,
in the situation shown in FIG. 31, it is easy to determine that
the image points located at {3,2} in frame 138 and at {3,3}
in frame 139 are created from the same point in space. An
TPO flow chart for this process is found in FIGS. 48 and 49.

Four additional problems arise. First, what if the color
values of all the points surrounding point 137 in frames 138
and 139 are the same. Second, what if the color values of
some of the points surrounding point 137 in frames 138 and
139 are the same, and the patterns of color values of the
remaining surrounding points do not match in both frames
138 and 139. Third, what if we want to find a point on frame
139 corresponding to point 137 on frame 138, and there are
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multiple candidates (i.e., more than one group of nine pixels
on frame 139 having the same color values as all nine
corresponding pixels on frame 138). Finally, what if point
137 appears in only one frame, 138 or 139, but not in both
frames. A software solution to each of these four problems
is shown in the IPO flow chart of FIG. 50.

For the first case, by only searching the eight surrounding
pixels, and finding them having the same color value, one
cannot find the corresponding point on each frame. The
point in question is obviously part of a field where all points
in the field have the same color. In this situation, it is
essential to ascertain the boundaries of the field. In pattern
recognition terms, this is called: “chasing the borders.” To
do this, one successively examines pixels to the right and left
of the point as well as above and below trying to find points
of a different color value. The purpose of this exercise is to
define the borders of the field in two dimensions. Once the
coordinates of the border are defined, the distances from the
camera lens to all of the points on the border of the physical
object can be determined using the previously discussed
computational methods. If all points within the border are
the same color, then the distances of all such points are
calculated by interpolation using the border distances.

For the second case, where there are several points in the
group of nine points having the same color value and where
the pattern of the remaining points do not match, this
represents a common condition that can occur in the fol-
lowing situation. When one photographs a scene with two
adjacent cameras, physical objects or points at infinity are
always imaged at the same position in both frames. (The
meaning of the term “infinity” with respect to three-dimen-
sional vidiography will be discussed shortly.) Objects closer
than infinity are imaged at different positions in both frames
as shown in FIG. 29.

This is seen in the equation

2d

D= m, since lim D = oo.

dy—dy

The closer an object or point is to the component lenses, the
greater is the difference (d,-d,). Therefore, the images of
points closer to the camera lenses will exhibit a greater
horizontal shift between adjacent video frames than points
further away from the camera lens. In order to solve this
problem, one expands the field of search. One searches to the
left and right and above and below the point in question
looking for pattern similarities. When one finds such simi-
larities (especially over a large field), one assigns distances
to the surrounding points. After this is done, the remaining
points (with unassigned distances) fall into place.

For the third case, we are faced with the problem of
ambiguity where a group of nine points under investigation
in the reference frame match with several groups of nine
points in the object frame. This problem is also solved by
expanding the search and proceeding as in the second case.

For the fourth case, we are faced with the problem where
a point that appears in one frame is obscured by an object in
an adjacent frame or where a point appears at the horizontal
boundary of one of the two frames. In this case, the point is
not assigned a distance value, but is merely ignored. Its
distance will be computed using frames from other adjacent
cameras.

In general, one performs the calculation for distance a
pixel point at a time. If that point has a unique color value
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that is the same for the reference and object frames, then it
is obvious that both points represent the same physical point
and its distance can be computed. If the point has a non-
unique color value and is uniquely surrounded by eight
points having the same color pattern in both frames, then it
is obvious that both image points refer to the same physical
point. Where ambiguities occur, expand the search in all four
directions. Eventually, distances can be computed for some
of the points. Once that is done, the point is fixed in space,
and it can be used as a reference for the surrounding
undetermined points. The distances to every point in space
is computed relative to the reference frame. Once the
computation is successfully performed, the object frame is
discarded from the buffer. What remains are two frames
having the same number of data elements in similarly
arranged matrices. The first frame is the raw video frame of
color values of pixels photographed by the component video
camera. The second frame is a data matrix of distance values
corresponding to the pixels in the first frame. The color pixel
frame uses three-byte pixels, one byte each for the red value,
the green value, and the blue value. So, an uncompressed
NTSC video frame will occupy 921,600 bytes of storage
(640x480%3) or 900 Kbytes. Now, what is left to calculate
is the size of the second frame or distance frame. It will also
have 640x480 or 307,200 data elements. However, we do
not know how many bytes are required to store the distance
information. Clearly, we have to store the distances of
objects at infinity. Infinity is defined as the physical distance
to those points that image to the same point on both the
reference and object frames. Optically this holds true only
for objects that are actually at an infinite distance from the
camera lens. Yet, on a video camera CCD, one cannot
resolve any points between the pixels. Therefore, if (d,-d,)
is equal to the inter-pixel distance, the point will behave as
though it was at infinity. Assuming that a typical CCD might
have the 640 horizontal pixels spanning a distance of
approximately 25 mm, the inter-pixel distance would be
approximately 0.04 mm. (This approximate inter-pixel dis-
tance is used for order of magnitude computations, so it need
not be exact.) Now, assume that the focal distance is
approximately 40 mm. We can also assume that the adjacent
inter-lens distance is 27 mm. Therefore,

ffd @0 x27

=S¢ JBXA g0
G—d 004 X AU mm.

So, objects situated 1,080 meters away from the camera
will appear at infinity. If we use three bytes for any distance
value, we can capture a number as large as approximately
16-million. Therefore, if we express the distance from the
camera lens in millimeter units, three bytes will be sufficient
to capture any distance between very close and very far
object points.

5.4 Intra-Frame Compression

An TPO flow chart describing this concept is shown in
FIG. 53 with that of the overall compression scheme shown
in FIG. 52.

The methods for compression of a single frame rely on the
fact that all elemental pictures are photographs of the same
scene, although from a slightly different viewing angle. All
of the elemental pictures of the scene are photographed at
the same time. Therefore, each elemental picture is only
slightly different from its adjacent elemental pictures. Image
points from objects that are at infinity will always appear at
the same position on the imaging tube. However, since the
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extreme elemental pictures will not have a high overlap
percentage, initial compression should take place on a group
of elemental pictures at a time rather than on all of them at
once.

For example, consider that there are 1,809 elemental
pictures per frame. (The number 1,809 was chosen specifi-
cally because it is divisible by three. So, there would be 603
of each elemental picture—monochromatic red, green, and
blue. This number was also chosen because it is divisible by
27.) This would dictate that one should use 67 cameras each
producing data for 27 elemental pictures—nine red, nine
green, and nine blue. The sixth camera embodiment allows
one to use elemental pictures of any desired pixel resolution
up to the maximum resolution of a single color video camera
used to photograph the scene. Assuming that the digital
cameras are each of the NTSC type capable of resolving
640x480 pixels, and that it would be desirable to store each
elemental picture using the same pixel resolution, then the
data storage requirement for an uncompressed single frame
of the integral photographic motion picture for each com-
ponent color video camera would be nine times the space
required for an uncompressed conventional motion picture
frame. Since an uncompressed conventional motion picture
frame occupies 921,600 bytes of storage (640x480x3) or
900 Kbytes, the uncompressed storage requirement for a
single stage of the three dimensional camera would be 8.1
Mbytes (900 Kbytesx9) per frame.

As mentioned previously in this application, there exist a
number of state-of-the-art compression algorithms to
accomplish compression. The lossless LZW compression
algorithm can reduce a conventional video frame from 900
Kbytes (640x480x3) to approximately 180 Kbytes. On the
other hand, the arithmetic coding algorithm which is more
lossy can compress the same video frame to 60 Kbytes. A
single elemental picture can be compressed to 300 Kbytes
using LZW and 20 Kbytes using arithmetic coding. This
greater compression is due to the fact that elemental pictures
are monochromatic and therefore only occupy one-third of
the data storage space even though the resolution is identical
(640x480x1).

In the example stated above, each component camera
controls 27 elemental pictures. Therefore, using the arith-
metic coding algorithm for every elemental picture, all 27
elemental pictures could be stored in 540 Kbytes. However,
as previously stated, any monochromatic elemental picture
in the 27 picture set is not very different from any other
elemental picture of the same color in the set. Consequently,
using any three adjacent elemental pictures as reference
pictures, it is required to maintain data regarding the other
satellite elemental pictures in the set only for those pixels
that are different from those in the reference elemental
pictures. Using this mode of compression, satellite elemental
pictures can each be stored using 10.1 Kbytes. This method
significantly reduces the data storage requirements. Ideally,
the three central elemental pictures should be used as the
reference elemental frames. This method of data compres-
sion is shown in FIG. 32. The three reference pictures 140
are in the center of the entire group of twenty-seven elemen-
tal pictures, and these reference pictures are comprised of a
red, a green, and a blue elemental picture. On either side of
the reference triad, are satellite triads 141, each triad being
comprised of a red, a green, and a blue elemental picture. In
compressed mode, the satellite triads 141 retain only the
pixel data that are different from the uncompressed elemen-
tal pictures that comprise the reference triad. The reference
triad 140 is compressed using an arithmetic coding algo-
rithm.
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Alternatively, one can use the leftmost triad of elemental
pictures as a reference, then save only the pixel information
in the second triad that differs from the first triad. Next, save
only the pixel information in the third triad that differs from
the second triad, and so on until the last triad is compressed.
This method is preferable over the previous method because
adjacent triads are more similar to each other than the
extreme triads would be to the central reference triad. Of
course, the reference triad can be positioned anywhere
within the group of component elemental pictures, and it is
not required that the red, green, and blue elemental pictures
comprising the reference triad be adjacent to each other.
However, it is preferable that the reference triad be com-
prised of three adjacent red, green and blue elemental
pictures. This method of data compression is shown in FIG.
33. In the figure, the three reference pictures 142 are shown
as the leftmost three elemental pictures of the component
group. The reference triad 142 is compressed using an
arithmetic coding algorithm. The first satellite triad 143 is
compressed by retaining only the pixel data that differs from
the uncompressed reference triad 142. The second satellite
triad 144 is compressed by retaining only the pixel data that
differs from the uncompressed satellite triad 143. This
process is repeated for satellite triads 145, 146, 147, 148,
149, and 150, compressing each triad by retaining only the
pixel data that differs from the uncompressed satellite triads
144, 145, 146, 147, 148, and 149, respectively.

Using either of the two redundancy compression methods
described above, except for the reference frames, each
elemental picture can be compressed to approximately 10.1
Kbytes. Therefore, the total storage per frame associated
with a component camera would be:
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camera microprocessors only to provide frame synchroni-
zation data. If the elemental pictures are created during
intermediate processing, they would occupy the same data
storage as previously stated, and would be presented to the
projector for playback.

On the other hand, the projector could create the elemen-
tal pictures. This can be accomplished in one of two ways.
The projector consists of the same number of stages as the
camera. The first method allows the projector to create the
elemental pictures in the same manner as previously
described. The projector component microprocessors accept
the component camera frames one-at-a-time, and create the
elemental pictures required for the individual frames.
Elemental picture compression is not required. The data is
placed into a buffer. After projection of a given frame, data
for the elemental pictures associated with that frame are
discarded. Using this method, storage requirements are
minimal, but it is a very intensive computational process.
This method is shown in FIG. 34. The figure shows only
three component stages of a larger number of component
stages of the projector. Ideally, the number of component
stages of the projector is equal to the number of component
stages of the camera. A series of video images, 151, 152, and
153, from the component camera stages are used as input to
their respective component projector stages. The next raw
video frames in the series, 154, 155, and 156, are copied
from their respective series of frames 151, 152, and 153, and
placed into the video streaming buffers of their respective
projector stages. A synchronization signal 157 is transmitted
across the entire local area network that is comprised within
the projector so as to ensure that each component projector
stage is operating on the same video frame (i.e., all of the

3 REFERENCE ELEMENTAL PICTURES @ 20 Kbytes ea. = 60 Kbytes

24 REDUNDANT ELEMENTAL PICTURES @ 10.1 Kbytes ea. = 242.4 Kbytes

TOTAL

A two-hour motion picture at the NTSC frame rate of
29.97 fps has 215,784 frames. Therefore, each component
camera would require approximately 654 Gbytes of storage
for the entire movie. Although this storage requirement is
considerably greater than that for conventional two-dimen-
sional motion pictures (on a DVD ROM for example), such
storage could be accomplished using state-of-the-art storage
media. For example, firewire hard disk drives capable of
storing up to 80 Gbytes of data are relatively inexpensive
and commercially available. The data transfer rate using
these drives is high, and they are frequently used for storing
motion picture video data.

Another method of intra-frame compression exists spe-
cifically for the sixth camera embodiment. It is not essential
for the component cameras to compute the elemental pic-
tures. The elemental pictures are only required for projection
onto the matrix lens array screen described in the 3-D
PATENTS. The elemental pictures can be created in the
camera stage, or in the projector stage, or in an intermediate
processing stage. If the elemental pictures are not created in
the camera stage, then each component camera would store
an entire motion picture in the same manner as is being used
for conventional video today. Using this scenario, the com-
ponent video camera microprocessors would participate in a
local area network with all the other component video
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frames being processed in the component projector stages
were photographed simultaneously). Along with the syn-
chronization information, the frame from an adjacent cam-
era is also loaded into the video streaming buffer. In the
figure, frames 154 with 155 in the video streaming buffer is
used by the microprocessor of its component projector stage
to create the group of uncompressed elemental pictures 158.
Similarly, frames 155 and 156 are used to create the group
of elemental pictures 159. In the same manner, the group of
elemental pictures 160 is created by combining the infor-
mation from frame 156 with a video frame from the com-
ponent projector stage to the right of the figure. This process
is performed simultaneously in all component stages of the
projector. After projection of the elemental pictures, the
video streaming buffer of each component stage of the
projector is flushed and made ready for the next frame in the
series. A hierarchical HIPO flow chart for this process is
shown in FIG. 57.

The second method also allows the projector to create the
elemental pictures, but it is less computationally intensive.
The method involves some intermediate computer process-
ing. The result of the intermediate processing is that each
component projector microprocessor receives two 640x480
three-byte pixel frames for every frame produced by its
associated component camera. The first frame is the raw
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video footage produced by the component video camera.
The second frame is produced by an algorithm to be dis-
cussed later. Each pixel of the first frame contains red, green,
and blue color information for every one of the 307,200
points on the picture. Each pixel of the second frame
contains the distance of the photographed point from the
camera lens for every one of the 307,200 points on the
picture. The purpose for providing this second frame to the
component projector microprocessor is to greatly reduce the
computation required while only increasing the required
storage by a small amount.

5.5 Inter-Frame Compression

This method of compression is also based upon the
expectation of pixel redundancy from frame to frame. How-
ever, in this case, the frames change with time due to motion
of objects in the scene. For those methods where the
reference triad of elemental pictures are compressed using
arithmetic coding and the satellite frames are compressed by
the redundancy method discussed above, additional inter-
frame compression of the elemental pictures in the reference
triads would conserve considerable data storage. It is not
necessary to further compress the satellite elemental pic-
tures. Although a number of algorithms exist that would
accomplish inter-frame compression, and are state-of-the-
art, the MPEG-2 encoding scheme would probably be pre-
ferred. This would result in the conservation of approxi-
mately 8% Gbytes for a two-hour NTSC motion picture
running at 29.97 fps. Therefore, the total data storage
required per component assembly for a the entire motion
picture would be 56% Gbytes. Since, there are 67 such
component assemblies, the entire motion picture would use
approximately 3.8 terabytes of data storage.

Using the method of only storing for a component assem-
bly a single 640x480 color pixel frame using 3-byte pixels
and a single 640x480 distance pixel frame using 3-byte
pixels as described above, and permitting the projector to
create the elemental frames using a video streaming algo-
rithm, the total data storage required for a motion picture per
component assembly would be twice that required for a
current conventional video motion picture. Our two-hour
motion picture would require approximately 9 Gbytes per
component assembly or 590 Gbytes across all component
assemblies. The storage requirements can be halved if the
projector performs all of the computations required to create
the elemental pictures.

5.6 Direct Data Storage of Three-Dimensional Objects

An alternate compression scheme would avoid massive
storage of elemental pictures. This method would require the
projector to perform all of the computations required to
create the elemental pictures. Using the elemental pictures
created using any of the camera embodiments described
herein, the three-dimensional position of any point in the
scene can be computed. Therefore, if it were to be known
which of these points belong to which objects, the entire
three-dimensional scene can be defined virtually. One can
define three-dimensional objects as a collection of points.
These points always stay together no matter how the objects
move or what happens in the scene. Objects can be defined
by the positions of their outermost surfaces or boundaries.
Therefore, instead of defining a scene as a collection of
points in space, it can be defined as a collection of objects
in space. Every scene consists of a finite collection of
objects. If the scene can be initialized by positioning the
objects, then the first frame of the scene is virtually defined.
Thereafter, for as long as that specific scene is active,
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subsequent frames are defined using object trajectories and
view points. This greatly reduces the data storage require-
ments.

This method of storage requires the intervention of a
human operator. First, the duration of the scene must be
defined by designating the starting and ending frames. Next,
for the starting frame, a panoramic two dimensional view is
created that the operator can observe. This is done by
permitting the operator to scan through the elemental pic-
tures of that frame as though it were a motion picture. The
scene is frozen in time, but the operator may observe that
scene from any view point. Alternatively, a stereoscopic
three-dimensional panoramic scene may also be created for
any given frame. Using a pointing device such as a mouse
or a light pen, the operator manually defines the borders of
the objects in any one of the elemental pictures belonging to
the specified frame. If some objects appear in certain
elemental pictures but not in others, and other objects appear
in different elemental pictures, the operator may need to
define multiple objects in different elemental pictures. Once
this process is complete, a computer program adds points
from all of the other elemental pictures to the defined objects
by chasing the borders in those elemental pictures and by
using computational methods previously described herein.
As a result, an object closer than infinity will be defined by
more points than would be visible in any one elemental
picture. The entire frame is then defined as a three-dimen-
sional scene consisting of a collection of objects.

In the next frame, some objects may have moved, or the
camera may have moved. The principle of relativity does not
distinguish between movement of an object or an observer.
It is an equivalent consideration to think of a stationary
observer looking at moving objects as it is to think of a
moving observer looking at stationary objects. Therefore, all
motion, whether that of the camera or of the objects, can be
thought of as motion of the objects. If new objects enter the
scene, their borders will be defined by the operator. If the
observer wants new points entering the scene in the new
frame to be considered as part of an already existing object,
he merely designates them as belonging to the same object.
The scene is then recalculated by adding new points to
objects, by initializing new objects, and by recording the
new positions and viewing angles of already existing
objects. This process is repeated for every frame in the
scene.

Using the methodology described above, an entire motion
picture can be stored as a series of animated three-dimen-
sional scenes. The difference between this type of animated
motion picture and a cartoon is two-fold. First, using this
process, the objects and background have photographic
realism; and, second, the scene is three-dimensional.

The data created with this process occupies far less
storage than for any of the other embodiments. However, it
is an intense computational process. Producing the virtual
three-dimensional motion picture is done using an interme-
diate computer process. The operator works on each scene
with not much more difficulty as is used in creating digital
effects in conventional two-dimensional motion pictures.
However, once the data is stored in this manner, the data
must be prepared for projection. This process is performed
by the computer associated with the projector.

During projection, virtual three-dimensional frames are
streamed into the projection buffer. Optical ray tracing is
used to create the individual elemental pictures. The param-
eters for producing the elemental pictures are shown in
FIGS. 29 and 30. The creation of the elemental pictures for
this method uses the same computational process as is used
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for creating the interpolated elemental pictures for the sixth
camera embodiment. Each elemental picture for a given
frame is the ray trace projection for every point in the
three-dimensional frame to the two-dimensional element
defined by its position in the integral photograph. Once all
the elemental pictures for a given frame have been created,
they are projected onto the screen. The projected frame is
purged from memory, and the next frame is taken from the
streaming buffer. This process is repeated for every frame in
the motion picture.

A hierarchical HIPO flow chart for this process is found
in FIG. 58.

6.0 Format Conversion

6.1 Conversion from Film to Digital Format

Now, the conversion of integral photographs produced
using any of the three-dimensional film cameras disclosed in
the 3-D PATENTS to a digital format will be discussed. Each
frame of film contains a still life integral photograph. The
process for conversion begins with scanning each film frame
into the computer in digital format using a scanner having a
high resolution line scan image sensor. As mentioned pre-
viously, line scan image sensors are available having 10
umx10 pm pixel resolution. Once the entire frame has been
scanned, software can convert the data format to that which
would have been produced by any of the digital video
camera embodiments.

6.2 Conversion of Stereoscopic 3-D Pictures to Integral
Photographic Format

Using the computational methods discussed above, it is
also feasible to use software to convert any stereoscopic 3-D
picture to the appropriate integral photographic format.
Therefore, stereoscopic 3-D movies can be converted to this
new process and can be viewed without special glasses. A
stereoscopic 3-D photograph is normally made as two
separate photographs of the same scene but taken by two
lenses separated by the interoccular distance. If the two
photographs are scanned and converted to digital images,
the three-dimensional position of every point in the photo-
graph may be computed. From this computation, software
can synthesize all of the elemental pictures necessary to
create a digital integral photograph from each frame of film.

6.3 Conversion of Conventional Motion Pictures for Display
with Disclosed Process

Conventional two-dimensional motion pictures can be
converted to be displayed using this process with the same
equipment and in the same theater. In this case, each frame
of film is scanned into a computer and placed in digital
format. The photographic frames are then duplicated into the
appropriate number of elemental pictures to form the inte-
gral photograph. This can be done either before projection of
the film or at the time of projection by appropriate software.
If all of the elemental pictures of an integral photograph are
identical, then the reconstructed image will be two-dimen-
sional.

6.4 Three-Dimensional Animation

Three-dimensional animation is feasible using computers.
Using the computational methods described above, software
may be used to synthesize the elemental pictures of any
cartoon. Similarly, special effects and editing is performed in
the individual elemental pictures. Using appropriate soft-
ware, it is feasible to edit a single elemental picture in an
integral photographic frame thereby affecting and editing all
of the elemental pictures in the frame.
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6.5 Conversion of Conventional Two-Dimensional Motion
Pictures to Three-Dimensional Motion Pictures

Finally, it is possible to convert any conventional two-
dimensional motion picture to a three-dimensional motion
picture that will be projected using this process. To do this
one must work with a software system, and the process
requires much manual operator intervention. To accomplish
the conversion, an operator must view each frame of the
motion picture individually. The operator then groups
together areas on the frame that can logically be considered
as individual objects. This can be done using a process
known as lassoing. He or she then works with the individual
objects defining central and extreme points. Once these
points are defined, the operator assigns three-dimensional
distance locations to them. In this way, the three-dimen-
sional information for all of the objects in a single frame is
calculated. Since information concerning all of the objects in
the frame is stored, for subsequent frames, the computation
is much simpler even if the object moves, since all the points
that define the object generally move together. Therefore,
unless there is a change in scene, the operator needs to
merely define the new three-dimensional location of the
entire object, and the position of every point on that object
can be calculated. Although this represents a rather arduous
conversion process, current CGI and digital compositing
processes used in creating special effects for current con-
ventional motion pictures utilize much manual operator
intervention. In addition, older cartoon animation technol-
ogy required animators to create an entire drawing for each
frame to be used in the final film. Accordingly, the digital
conversion process disclosed herein would not involve so
much work as to make the effort unfeasible.

7.0 Editing Motion Pictures Produced Using this System and
Process

The final discussion must turn to the editing of the
three-dimensional motion pictures produced using this sys-
tem and process. Clearly, editing must take place on the
elemental picture level. However, when working with indi-
vidual frames, the editor need not make the same changes to
all the elemental pictures that comprise the frame. In the
preferred embodiment, the elemental picture data consist of
two items: the color pixel frame and the distance frame.
Since the distance frame provides information concerning
all of the object points in the scene, software can be created
that would permit one elemental picture to be edited, and
then all of the changes would be propagated across all of the
elemental pictures that comprise the integral photographic
frame. The editor can view the scene in three-dimensions
using computer gear designed for virtual reality. Although
this viewing is stereoscopic, enough information is available
regarding the photographed scene that the editor should be
able to look around objects or to move his head from side to
side and see different aspects of the scene.

DEFINITION OF TERMS USED IN THE
PRESENT APPLICATION

Within the Present Application, the Applicant intends to
use his own definitions of many special terms. Insofar as
these special terms are used herein, the definitions provided
below supersede the plain and ordinary meanings of the
words. The definitions follow:

SCENE—an object or collection of objects positioned in
space. A scene is two-dimensional if all object points lie in
a single plane that is perpendicular to the line of sight.
Otherwise, it is three-dimensional.
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DIGITAL REPRESENTATION (of an image)—a com-
puterized representation of the image using pixels, each
pixel representing a red, green, and blue color intensity
value for a single point on the image. Normally, a pixel is
represented by three-bytes, but this may vary.

MONOCHROMATIC PIXELS—a pixel that has an
intensity value for only one color (e.g., red, green, or blue for
a color monitor—white for a black-and-white monitor).

ELEMENTAL IMAGE—a single two-dimensional image
of a scene as observed from a single viewpoint and which
plainly shows that scene.

INTEGRAL FRAME—a two-dimensional arrangement
of a coordinated collection of elemental images from a
single scene.

SUB-INTEGRAL FRAME—an integral frame that is a
portion of an integral frame that may be treated separately
from its parent.

INTEGRAL PHOTOGRAPH—a two-dimensional pho-
tograph or drawing of an INTEGRAL FRAME.

MATRIX LENS ARRAY—an arrangement of a coordi-
nated collection of imaging elements each capable of pro-
ducing an in-focus elemental image from electromagnetic
radiation (preferably light rays), thereby forming an integral
frame. Synonymous with IMAGING ARRAY.

IMAGING ELEMENT—that part of a matrix lens array
which is capable of producing a single in-focus elemental
image of an integral frame from electromagnetic radiation
(preferably light rays).

SEPARATION DISTANCE—The distance between the
centers of two elemental images of an integral frame.

SEPARATION CHARACTERISTIC—a array of separa-
tion distances for all of the elemental images of an integral
frame or a matrix lens array.

FOCAL CHARACTERISTIC—an array of focal lengths
for all of the imaging elements of a matrix lens array.

IMAGE CHARACTERISTIC—a function which when
applied to the elemental images of an integral frame yields
the focal characteristic of the matrix lens array that produced
or would have produced the integral frame.

LOGICAL ALIGNMENT (for two related images)—Two
images are LOGICALLY ALIGNED with each other opti-
cally if each and every point on one image has a single fixed
spatial relationship to a single corresponding point on the
other image. They are LOGICALLY ALIGNED with each
other electromagnetically if all light (or other electromag-
netic) rays from any point on one image will always impinge
only on a single corresponding point on the other image.
Optical and electromagnetic LOGICAL ALIGNMENT are
equivalent since in both there remains a fixed relationship
between all points on both images.

TRANSMIGRATOR—a collection of optics or other
means to transfer an input image from an input end to an
output image at an output end wherein all of the parts of the
input image remain logically aligned with all of the corre-
sponding parts of the output image.

MODULAR INTEGRAL MAGNIFIER is a rigid appa-
ratus having a small input end and a large output end and
internal enlarging means. A matrix lens array is mounted to
the output end or to both ends. The Modular Integral
Magnifier either creates or accepts an unmagnified integral
frame, and produces a uniformly magnified three-dimen-
sional image of the object or scene.

COMPOSITE INTEGRAL FRAME MAGNIFYING
ARRAY (or MODULAR INTEGRAL MAGNIFYING
SCREEN) is a matrix array of Modular Integral Magnifiers.
Each Modular Integral Magnifier magnifies a single com-
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ponent integral frame. The effect produced is a single
magnified three-dimensional image of an object or scene.

COMPONENT INTEGRAL FRAMES—integral frames
obtained from separating a single input integral frame to
form a plurality of integral frames all representing the same
three-dimensional scene.

EVERSION or EVERTING (or TO EVERT)—a process
that transforms a pseudoscopic three-dimensional image
into an orthoscopic three-dimensional image.

UNIFORM MAGNIFICATION—(for a three-dimen-
sional image) is essentially equal magnification in all spatial
dimensions.

UNIFORM ENLARGEMENT—(for a two-dimensional
image) is essentially equal magnification in all planar (or
surface) dimensions.

MAGNIFICATION FACTOR—the ratio of essential
dimensions of that which is magnified or enlarged to those
of that which is unmagnified or not enlarged.

GEOMETRICALLY SIMILAR IN ARRANGEMENT—
two arrays of imaging elements or of elemental images are
similar if the ratio of separation characteristics of both arrays
is a constant.

PROJECTING (PROJECTION)——causing electromag-
netic radiation (or light rays) to travel from one location to
another.

ANALOG PROJECTION—simultaneous projection of
all of the radiation (or rays) of an image from one location
to another.

DIGITAL PROJECTION—yprojection of radiation (or
rays) from a discrete location of an image to another discrete
location.

PROJECTION BY SCANNING—forming an image on a
surface whereby a discrete light or electromagnetic beam
controllably travels to various points on the surface while
varying in intensity.

PROJECTION IS ACCOMPLISHED OPTICALLY—
projection wherein light rays travel through optical elements
from one location to another.

PROJECTION IS ACCOMPLISHED ELECTROMAG-
NETICALLY—projection wherein electromagnetic radia-
tion (other than light) is transmitted from one location to
another using electronic devices.

DIGITAL LIGHT PROCESSOR CHIP—comprises a
Digital Micromirror Device, or DMD chip (of the type
invented by Dr. Larry Hornbeck of Texas Instruments in
1987), that further comprises a rectangular array of hinge-
mounted microscopic mirrors. Current implementations of
this array contain up to 1.3 million micromirrors. The
micromirrors are mounted on tiny hinges that enable them to
tilt either toward a light source (ON) or away from it (OFF)
thereby creating a light or dark pixel on a projection surface.
Texas Instruments currently markets a DIGITAL LIGHT
PROCESSOR CHIP under the trade name DLP™.

What is claimed is:

1. A method to reconstruct an image representing a scene

from a digital representation of that scene comprising:

a) forming a digital representation of a first integral frame
that represents the scene, wherein said digital repre-
sentation is capable of being stored and transmitted,
and wherein said first integral frame comprises a first
separation characteristic and a first image characteris-
tic;

b) transmitting the digital representation to a device
capable of receiving the digital representation and
transforming the digital representation into a visual
presentation;
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¢) forming the visual representation from the transmitted
digital representation as a second integral frame having
a second separation characteristic and a second image
characteristic wherein:

1) the second integral frame is geometrically similar to
the first integral frame, and

ii) the ratios of the image characteristic to the separa-
tion characteristic for both first and second integral
frames are equal;

d) from the image characteristic of the second integral
frame, determining the focal characteristic of a set of
imaging arrays adapted to optically produce the second
integral frame, wherein every imaging array in the set
has a focal characteristic and a separation characteris-
tic, said separation characteristic of each imaging array
in the set being identical to the separation characteristic
of the second integral frame:

e) selecting an imaging array from the set of imaging
arrays; and,

f) reconstructing an image from said second integral
frame using the selected imaging,

whereby the ratio of every dimension of the reconstructed
image to every dimension of the scene is equal in all
directions.

2. The method of claim 1 further comprising:

a) forming an intermediate integral frame having an
intermediate separation characteristic and an interme-
diate image characteristic, wherein:

1) the intermediate integral frame is geometrically simi-
lar to the first integral frame, and

ii) the ratios of the image characteristic to the separa-
tion characteristic for both first and intermediate
integral frames are equal; and,

b) transmitting the intermediate integral frame to form the
second integral frame, wherein:

1) the second integral frame is geometrically similar to
the first integral frame, and

ii) the ratios of the image characteristic to the separa-
tion characteristic for both first and second integral
frames are equal.

3. The method of 2 wherein the second integral frame is
transmitted onto a screen that is an imaging array adapted to
reconstruct the image therefrom.

4. The method of claim 1 wherein the scene is two-
dimensional.

5. The method of claim 1 wherein the scene is three-
dimensional.

6. The method of claim 5 further comprising everting the
reconstructed image.

7. The method of claim 6 wherein eversion is accom-
plished by using an everting imaging array to reconstruct an
orthoscopic image.

8. The method of claim 6 wherein eversion is accom-
plished by modifying the second integral frame prior to
reconstruction.

9. The method of claim 6 wherein eversion is accom-
plished by modifying the digital representation of the first
integral frame.

10. The method of claim 6 wherein eversion is accom-
plished by modifying the first integral frame prior to forming
the digital representation.

11. The method of claim 1 wherein the digital represen-
tation comprises monochromatic pixels, and color is
restored to the reconstructed image.

12. The method of claim 11 wherein the monochromatic
pixels are represented by 8-bits.
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13. The method of claim 12 wherein the monochromatic
pixels are formed by discarding bits from 12-bit or 24-bit
pixels.

14. The method of claim 1 further comprising forming the
first integral frame as a composite of a plurality of sub-
integral frames, wherein each of the sub-integral frames is
representative of the same scene from a different viewpoint.

15. The method of claim 14 further comprising forming
the digital representation of the first integral frame or a
sub-integral frame from an initial pair of digital images, each
being an elemental image representing the scene from a
different viewpoint, wherein said forming operation com-
prises:

a) for each pixel on one digital image, finding the corre-

sponding pixel on the other digital image;

b) repeating step (a) until all of the pixels on one image
uniquely determine corresponding pixels on the other
image;

¢) calculating three-dimensional coordinates for all points
in space represented by the pairs of pixels; and,

d) synthesizing other elemental images each representing
the same scene from a viewpoint other than the view-
points of the initial digital images.

16. The method of claim 15 further comprising forming
the first integral frame from a plurality of adjacent pairs of
digital images.

17. The method of claim 1 further comprising forming the
second integral frame as a composite of a plurality of
sub-integral frames, wherein each sub-integral frame repre-
sents the scene from a different viewpoint.

18. The method of claim 1 further comprising compress-
ing the digital representation of the first integral frame to
reduce storage space on a digital medium.

19. The method of claim 18 further comprising compress-
ing the digital information from elemental images on the
first integral frame by intra-frame compression.

20. The method of claim 19 further comprising compress-
ing the digital information from a plurality of integral frames
by inter-frame compression.

21. The method of claim 17 further comprising video
streaming the second integral frame and discarding it once
transmission has occurred.

22. The method of claim 17 further comprising:

a) transmitting each of the sub-integral frames represent-
ing the second integral frame to the input face of a
modular integral magnifier of a modular screen
wherein:

1) the modular screen comprises a plurality of modular
integral magnifiers;

ii) each modular integral magnifier has an input face
and an output face, the input face being smaller than
the output face, and the output face has edges;

iii) the input faces of adjacent modular integral mag-
nifiers do not touch each other;

iv) the output faces of adjacent modular integral mag-
nifiers are organized into an essentially planar array
such that they touch each other at their edges; and,

v) at least one imaging array is attached in fixed
alignment to the output faces of the modular integral
magnifiers; and,

b) enlarging each of the sub-integral frames so that it fills
the output face of its corresponding modular integral
magnifier.

23. A system that reconstructs an image representing a

scene from a digital representation of that scene comprising:

a) a means for forming a digital representation of a first
integral frame that represents the scene, wherein said
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digital representation is capable of being stored and
transmitted, and wherein said first integral frame com-
prises a first separation characteristic and a first image
characteristic;

b) a means for transmitting the digital representation to a
means capable of receiving said digital representation
and transforming the digital representation into a visual
presentation;

¢) a means for forming the visual representation from the
transmitted digital representation as a second integral
frame having a second separation characteristic and a
second image characteristic wherein:

1) the second integral frame is geometrically similar to
the first integral frame, and

ii) the ratios of the Image characteristic to the separa-
tion characteristic for both first and second integral
frames are equal; and,

d) a means for reconstructing an image from the second
integral frame, said means having a separation charac-
teristic equal to that of the second integral frame and a
focal characteristic determined from the image charac-
teristic of the second integral frame, as that required to
enable said means to optically form the second integral
frame

whereby the ratio of every dimension of the reconstructed
image to every dimension of the scene is equal in all
directions.

24. The system of claim 23 further comprising:

a) a means for forming an intermediate integral frame
having an intermediate separation characteristic and an
intermediate image characteristic, wherein:

1) the intermediate integral frame is geometrically simi-
lar to the first integral frame, and

ii) the ratios of the image characteristic to the separa-
tion characteristic for both first and intermediate
integral frames are equal; and,

b) a means for transmitting the intermediate integral
frame to form the second integral frame, wherein:

1) the second integral frame is geometrically similar to
the first integral frame, and

ii) the ratios of the image characteristic to the separa-
tion characteristic for both first and second integral
frames are equal.

25. The system of claim 24 wherein the second integral
frame is transmitted to a means for reconstructing the image
therefrom.

26. The system of claim 23 wherein the scene is three-
dimensional.

27. The system of claim 26 further comprising a means for
everting the reconstructed three-dimensional image.

28. The system of claim 26 further the means for everting
comprises a means for modifying the second integral frame
prior to reconstruction.

29. The system of claim 26 wherein the means for
everting comprises a means for modifying the digital rep-
resentation of the first integral frame.

30. The system of claim 26 wherein the means for
everting comprises a means for modifying the first integral
frame prior to forming the digital representation.

31. The system of claim 23 further comprising a means for
restoring color to the reconstructed image where the digital
representation comprises monochromatic pixels.

32. The system of claim 31 wherein the monochromatic
pixels are represented by 8-bits.

33. The system of claim 32 wherein the monochromatic
pixels are formed by discarding bits from 12-bit or 24-bit
pixels.
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34. The system of claim 23 further comprising a means for
forming the first integral frame as a composite of a plurality
of sub-integral frames, wherein each sub-integral frame
represents the scene from a different viewpoint.

35. The system of claim 34 further comprising a means for
synthesizing the first integral frame or a sub-integral frame
from an initial pair of digital images, each being an elemen-
tal image representing the scene from a different viewpoint.

36. The system of claim 35 further comprising a means for
forming the first integral frame from a plurality of adjacent
pairs of digital images.

37. The system of claim 23 further comprising a means for
forming the second integral frame as a composite of a
plurality of sub-integral frames, wherein each sub-integral
frame represents the scene from a different viewpoint.

38. The system of claim 23 further comprising a means for
compressing the digital representation of the first integral
frame to reduce storage space on a digital medium.

39. The system of claim 38 further comprising a means for
compressing the digital information from elemental images
on the first integral frame by intra-frame compression.

40. The system of claim 39 further comprising a means for
compressing the digital information from a plurality of
integral frames by inter-frame compression.

41. The system of claim 37 further comprising a means for
video streaming the second integral frame and a means for
discarding it once transmission has occurred.

42. The system of claim 37 further comprising a modular
screen comprised of modular integral magnifiers wherein:

a) the modular screen comprises a plurality of modular
integral magnifiers;

b) each modular integral magnifier has an input face and
an output face, the input face being smaller than the
output face;

¢) the input faces of adjacent modular integral magnifiers
do not touch each other;

d) the output faces of adjacent modular integral magni-
fiers essentially touch each other;

e) at least one imaging array is attached in fixed alignment
to the output faces of the modular integral magnifiers.

43. The system of claim 42 further comprising:

a) a means for transmitting each of the sub-integral frames
representing the second integral frame to the input face
of a modular integral magnifier of the modular screen;
and,

b) a means for enlarging each of the sub-integral frames
so that it fills the output face of its corresponding
modular integral magnifier.

44. A system and apparatus for reconstructing a three-
dimensional image representing a scene from a digital
representation of that scene comprising:

a) a device that produces a digital representation of a first
integral frame that represents the scene, wherein said
digital representation is capable of being stored and
transmitted, and wherein said first integral frame com-
prises a first separation characteristic and a first image
characteristic;

b) a device that stores the digital representation of the first
integral frame.

¢) a transmitter that transmits the digital representation to
a device capable of receiving the digital representation
and transforming the digital representation into a visual
presentation;

d) a device capable of forming a visual representation
from the transmitted digital representation as a second
integral frame having a second separation characteristic
and a second image characteristic wherein



US 7,027,081 B2

53

1) the second integral frame is geometrically similar to
the first integral frame, and

ii) the ratios of the image characteristic to the separa-
tion characteristic for both first and second integral
frames are equal; and,

e) a screen that is an imaging array that reconstructs an
image from the second integral frame, the screen imag-
ing array having a separation characteristic and a focal
characteristic, wherein said separation characteristic is
the same as the separation characteristic of the second
integral frame and said focal characteristic is deter-
mined from the image characteristic of the second
integral frame, as that required to enable such an array
to optically form the second integral frame,

whereby the ratio of every dimension of the reconstructed
image to every dimension of the scene is equal in all
directions.

45. The system of claim 44 wherein the device that
produces the digital representation is a computer.

46. The system of claim 44 wherein the device that
produces the digital representation is a camera.

47. The system of claim 44 wherein the device that stores
the digital representation is a computer.

48. The system of claim 44 wherein the device that stores
the digital restoration is a video recording device taken from
the group consisting of:

a videocassette recorder,

a DVD recorder,

a laser disc recorder,

a video tape recorder, and

a device that records directly to a disk or memory stick.

49. The system of claim 44 wherein the device capable of
forming the visual representation is a video monitor device
taken from the group consisting of:

a cathode ray tube (CRT),

a liquid crystal display (LCD), and

a plasma display.

50. The system of claim 44 wherein the device capable of
forming the visual representation is a video projection
device taken from the group consisting of:

an optical analog projector;

a computer digital projector, and

a projector comprising at least one digital light processor
chip.

51. The system of claim 44 wherein the means for
transmitting is a means for forming the second integral
frame by optical projection.

52. The system of claim 44 wherein the scene is three-
dimensional.

53. The system of claim 52 further comprising an optical
system for everting the reconstructed three-dimensional
image.

54. The system of claim 52 further comprising a computer
and software to accomplish eversion is by modifying the
second integral frame prior to reconstruction.

55. The system of claim 52 further comprising a computer
and software to accomplish eversion by modifying the
digital representation of the first integral frame.
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56. The system of claim 52 further comprising an optical
system to accomplish eversion by moditying the first inte-
gral frame prior to forming the digital representation.

57. The system of claim 44 further comprising a color
filters for restoring color to the reconstructed image where
the digital representation comprises monochromatic pixels.

58. The system of claim 57 further comprising a computer
and software, wherein the monochromatic pixels are repre-
sented by 3-bits, said computer and software forming the
pixels by discarding bits from 12-bit or 24-bit pixels.

59. The system of claim 44 further comprising a device
that forms the first integral frame as a composite of a
plurality of sub-integral frames, wherein each sub-integral
frame represents the same scene from a different viewpoint.

60. The system of claim 59 wherein the device that forms
the first integral frame is a computer with software.

61. The system of claim 59 wherein the device that forms
the first integral frame is a camera system.

62. The system of claim 61 wherein the first integral frame
is formed from a plurality of adjacent pairs of digital images.

63. The system of claim 44 further comprising a computer
and software that compresses the digital representation of
the first integral frame to reduce storage space on a digital
medium.

64. The system of claim 63 further comprising a computer
and software that compresses the digital information from
elemental images on the first integral frame by intra-frame
compression.

65. The system of claim 64 further comprising a computer
and software that compresses the digital information from a
plurality of integral frames by inter-frame compression.

66. The system of claim 63 further comprising a computer
and software that video streams the second integral frame
and discards it once transmission has occurred.

67. The system of claim 44 further comprising a modular
screen comprised of modular integral magnifiers wherein:

a) the modular screen comprises a plurality of modular
integral magnifiers;

b) each modular integral magnifier has an input face and
an output face, the input face being smaller than the
output face;

¢) the input faces of adjacent modular integral magnifiers
do not touch each other;

d) the output faces of adjacent modular integral magni-
fiers essentially touch each other.

e) at least one imaging array is attached in fixed alignment
to the output faces of the modular integral magnifiers.

68. The system of claim 67 further comprising video
monitors that transmit the sub-integral frames representing
the second integral frame to the input faces of the modular
integral magnifiers of the modular screen.



